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ABSTRACT

If we want to make the best decision in a complex situation, MCDM is the way to go. This paper provides
an overview of the use of MCDM in determining the best fertilizer selection. The Promethee method is a
significant method for providing a brisk solution to problems. Data were gathered through in-person
communication with decision makers and the use of a likert scale. In multicriteriaanalysis, the
PROMETHEE method is a new class of outranking method. On a finite set of feasible actions, a partial
preorder (PROMETHEE I) or a complete preorder (PROMETHEE II) can be obtained.

Keywords: PROMETHEE II, MCDM, Fertilizer, Likert scale.

INTRODUCTION

Multi criteria decision making (MCDM) method is referred as a method used for scoring and ranking a finite number
of alternatives. MCDM concern with evaluating and selecting alternatives that fit with the goals and necessity.
PROMTHEE is one of the many MCDM methods that are listed in the literature, which includes many other MCDM
techniques. Preference Ranking Organization Method for Enrichment Evaluation is referred to as the PROMETHEE.
In comparison to many other MCDM methods, this ranking method is regarded as being straightforward in both
idea and computation. The first PROMETHEE implementation was made by Bertrand Mareschal on the ULB
mainframe computer in FORTRAN around 1984. It was very different from today's software. And it was very
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difficult to adapt programs to different computers. The University of Split was a pioneer: they got a stack of punched
cards and had the software running on their Vax system in a matter of days. Later the software was ported to the
IBM PC. It was the basis for PromCalc.

Fertilizers enhance the growth of plants. This goal is met in two ways, the traditional one being additive that provide
nutrients. The second way that certain fertilisers work is to improve the soil's productivity by altering its water
retention and aeration. Fertilizers are one of the major inputs of agriculture. The average fertilizer consumption (per
hectare) was very meager amounting to 2kg in 1950.It increased to 128 kg in 2012-13 due to the development of
technology. About 90% of fertilizers are applied as solids. The most widely used solids inorganic fertilizer are urea,
Diammonium phosphate and potassium chloride. The three macronutrients are Nitrogen (N) —leaf growth,
Phosphorus (P) - development of roots, flowers seeds, fruits and potassium (k) - strong stem growth, movement of
water in plants, promotion of flowering and fruiting. The secondary macronutrients are calcium (Ca), magnesium
(Mg) and sulfur(S) and the next one is micronutrients, like copper(Cu)iron(Fe), manganese(Mn),
molybdenum(Mo),Zinc(Zn),Boron(B) of occasional significance are silicon(Si) cobalt(Co),Vanadium(v).

Types of generalized criterion functions: Preference function value for various types of criterion
functions
1. Usual criterion _ [oifdi=0
H(d;) = [1ifd,-> 0
2. Quasi criterion N [Ol'fdjS CIj]
H(d;) = 1ifd;> q;

3. Criterion with linear ﬂi fdi—

4. Level criterion 0 if dj < q;

preference and no | f H(d;) = Piifd:> 0
indifference area 17

5.  Criterion with linear I 0 if di <gq; ]I
preference and indifference H(d) =] (d;—qy) <d <pl
area (4)) | —a) f a<d;< pJJI

6. Gaussian criterion

I_L H(d;) = [1 - e%i]

Multicriteria preference index m(a, b) a weighted average of the preference functions P;(a, b) for the entire criterion is
defined as:

Algorithm:

Stepl. Enter the no. of alternatives, criteria, payoff matrix, and weight of each criterion

Step 2: Compute pair wise difference between values of alternative for each criterion (dj).

Step 3: Compute preference function matrix for each criterion based on dj and type of chosen criterion function.
Step 4: Compute the entering flow and leaving flow for each alternative.

Step 5: Compute the net ¢ value for each alternative and corresponding rank.

Step 6: Select the best suitable alternative having highest ¢ value.
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METHODOLOGY

Step 1: Normalize the evaluation matrix (Decision matrix)
[ay; —min(ay)]
max {a;; — min(aij)]

max(a;) — a;;

I~ [max(ay) - min(ay)]

i = [ <e e oo (1) Beneficial

7 wee vee ene - (2)Non Beneficial

Step 2: Calculation the preference function
pj(a,b) =0 lf Taj < Tbj - D(Sa _Sb) <O0oeennn... (3)
Picap) = (Taj = 5} )if Taj > Tp; = D(Sq = Sp) > 0 oo ee ()

Step 3: Calculate aggregated preference aggregated preference function II(a, b)
= X0 wipj(@ )/ Xjeq Wi (5)
Sum of the weight is 1 (unity)

Step 4: Calculate the entering flow and leaving flow for a* alternative ¢*
Leaving (positive) Flow
=1/, _ 1 Zsim(a,b)(@#b)............ (6)
Entering (Outranking) Flow
=1/ _1Zm m@b) (@#b) .o @)

Step 5: Calculate Net Flow
MOET MO B F 8)

NUMERICAL EXAMPLE:

The results of the tests in evaluating fertilizer selection for cultivation show that the PROMETHEE Based on
analytical evidence, the approach will aid in determining land potential. The first step is to define the alternatives as
well as the parameters that will be used.

Here are the five crop production criteria and four alternatives. In this case, alternative indicates the amount of
fertilizer in kilograms, and criteria indicate the five types of crops. Once alternate principles and parameters have
been defined, the next step is to classify them based on each criterion's dominance. The meaning of the current path
is then calculated using the outflow value outline to achieve a better or alternate rating.

As shown in Table 3, Alternative 3 has the highest rating in the assessment table of fertilizer production using the
PROMETHEE method, indicating that the measure is the most significant alternative in evaluating the suitability of
fertilizer selection.

RESULT AND DISCUSSION

The PROMETHEE rankings
There are two PROMETHEE rankings that are computed:
e The PROMETHEE I Partial ranking is based on the computation of two preference flows(Phi+ and Phi-).It
allows for incomparability between actions when both Phi+ and Phi- preference flows give conflicting rankings.
¢  The PROMETHEE II complete ranking is based on the net preference flow (Phi).
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While the PROMETHEE II complete ranking is easier to explain it is also less informative as the differencesbetween
Phi+ and Phi- scores are not visible anymore. Incomparability in the PROMETHEE I ranking isinteresting because it
emphasizes actions that are difficult to compare and thus helps the decision-maker tofocus on these difficult cases.

PROMETHEE Diamond

The PROMETHEE Diamond is an alternative two dimensional joint representatio of both PROMETHEE I and II
rankings.The square corresponds to the (Phi+, Phi-) plane where each action is represented by a point. The plane
isangled 45° so that the vertical dimension gives the Phi net flow. Phi+ scores increase from the left to the topcorner
and Phi- scores increase from the left to the bottom corner.

For each action, a cone is drawn from the action position in the plane.

PROMETHEE Network

In the PROMETHEE Network display each action is represented as a node and preferences are represented by
arrows. The nodes are located in relative positions corresponding to the PROMETHEE Diamond so that the
proximities between flow values appear clearly.

PROMETHEE II rainbow

For each action a bar is drawn. The different slices of each bar are colored according to the criteria. Eachslice is
proportional to the contribution of one criterion (flow value times the weight of the criterion) to the Phi net flow
score of the action. Positive (upward) slices correspond to good features while negative (downward) slices
correspond to weaknesses. This way, the balance between positive and negative slices is equal to the Phi score.
Actions are ranked from left to right according to the PROMETHEE II Complete Ranking.

PROMETHEE GAIA
The GAIA plane is a descriptive complement to the PROMETHEE rankings.

WALKING WEIGHTS
The Walking Weights window allows you to change the weights of the criteria and see the impact on the Visual
PROMETHEE analysis.

CONCLUSION

Fertilizer selection is one of the necessary parts of agriculture, and this article gives the conclusion of the best
fertilizer for your field and crop production.In this case, we select the four types of fertilizer for five crops, and
among them, we select the one that is best for each crop using this PROMETHEE method. This paper assumes that
one of the most important aspects of agriculture is fertilizer selection, and in this study, we examine the four types of
fertilizer to determine which is best for agricultural purposes. Finally, using the Prometheus II method, we can see
that the manure has the highest rank.In this paper, the author explores the use of Extended PROMETHEE II method
in solving the problem of determining the best fertilizer and generates more efficient decisions.
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Table 1: criteria and alternatives for fertilizer selection
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Alternative/Criteria Pulses(C1) Gingelly (C2) | Groundnut(C3) Paddy(C4) Sugarcane(C5)
Nitrogen(Al) 78 86 73 70 77
Phosphorous(A2) 44 23 25 28 11
Manure(A3) 16 47 27 24 36
Potassium(A4) 90 89 94 88 92
Table 2: Value range of min and max value of criteria
Alternative/Criteria Pulses(C1) Gingelly (C2) Groundnut(C3) Paddy(C4) Sugarcane(C5)
Nitrogen(Al) 78 86 73 70 77
Phosphorous(A2) 44 23 25 28 11
Manure(A3) 16 47 27 24 36
Potassium(A4) 90 89 94 88 92
Max 90 89 94 88 92
Min 16 23 25 28 11
Max-min 74 66 69 60 81
Table 3: PROMETHEE Flow Table
Alternative Phi Phi+ Phi- Rank
Alternative 3 0,6295 0,7233 0,0939 1
Alternative 2 04772 0,6472 0,1700 2
Alternative 1 -0,3550 0,1983 0,5533 3
Alternative 4 -0,7517 0,0000 0,7517 4
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Fig 2.PROMETHEE II complete ranking
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ABSTRACT

In this paper, we introduce and study some new lower separation axioms and higher separation axioms
in topological bispace.
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Keywords: Topological bispace, hausdroff and locally hausdroffbispace, regular, locally regular and
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INTRODUCTION

Topology is an important branch of mathematics. Separation axioms in topology are among the most beautiful and
interesting concepts. Various generalization of separation axioms have been studied for generalized topological
spaces. Several forms of higher separation axioms exist in the topology literature in which closed sets generalized
closed sets are separated by open sets. These forms of generalized open sets such as semi-open sets, alpha-open sets,
pre-open sets etc. have been introduced and utilized to study general topology in the past. It is evident from Smyth
(1995) that topological structures that are more general than the usual topology are worthy of study because they can
provide a suitable framework for various approaches to digital topology. Cech(1966) introduced cech closure
operator which are obtaine from the kuratowski ones by omitting the requirement of idempotency.
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In this paper, we introduced some new higher separation axioms including normal bispaces and it is observed that
this class of space is independent of the class of normal topological bispace. Throught the present paper K-normal
space contains the class of normal bispaces which is independent of normality.

Preliminaries
As the preliminary information, which is necessary to study [6], [7], give some definitions.

Definition 2.1

[8] A topology [5] on a biset Xpis a collection T of subsets of a bisetAy having the following properties
i. @andXg areint thatis @ and X; areintand @ and X, arein .

ii. ~ The union of the elements of any sub collection of each components of tis in t.

iii.  The intersection of the elements of any finite sub collection of each components of tisin t.

Example 2.2
LetXg = X;UX, ={a,b}uU{2,3}
Lett = {{¢, {a}, {a} U {213}1 {b} U {2'3}' {XB}}

Then 7 satisfies the following properties

i @ and Xg arein t that is @ and X; arein tand @ and X, arein t.
ii. The union of the elements of any sub collection of each components of T is in .
iii. The intersection of the elements of any finite sub collection of each components of Tis in t.

Hence (X3, T) is topological bispace.
Definition 2.3 [8] A bisetXj for which a topology T is called a topological bispace and it is denoted by (X5, 7).

Definition 2.4 [8]Let Xz = X; U X, is a biset. A basis for a topology onbispaceXy is a collection of subbisets of Bzof
Xgsuch that,

i. for each x; € X;andx, € X,there is atleast one basis element in the components B;containing x;and in the
components B,containing x,.
ii. if x; belongs to the intersection of two basis elements Biand B? and x, belongs tothe intersection of two basis

elements Bjand BZ then there exits basis elements B} and Bjcontainingx;and xrespectively such that
B3 c BlNBZandBj c ByNB2
Definition 2.5[8] A subset of Ugof Xpis said to be to open biset in Xp [ that is, to be an element of ] if for each
xg € Ug,thereis a basis elements xz € Ugsuch that xz € Bgand By € Uj.

Definition 2.6 [8] A subbisets Azof a topological bispacer,the interior of Agis defined as the union of all open Bisets
contained in Ag.
The interior of Agis denoted by IntAzor rAzandthe dlosure of Ay is denoted ClAg ordp.

Obviously, Ag is an open biset and A is a closed biset.

Furthermore, IntAg € Ag € Agwhich implies that IntA; € A; c A;andIntA, c A, C A,.

If Agopen biset which implies that Ap = IntAg whileif Agis closedbiset which thatAg = Ap.pair

Definition 2.7 [8] let Xz be a subspace of topological bispacet. Then xz = x;U x,is a limit point of Xpif every
neighbourhood of x,intersects X; in some parts other than x;and every neighbourhood of x,intersects X,in some
points other x,,

Definition 2.8 [8] A Topological bispaceXy is called hausdroff bispace if for each pair x{ ,x?of distinct points of X,
there exists neighbourhoodsU] and UZof x{and xZrespectively, that are disjoint, and for each x3 ,xZof distinct points
of X,, there exists neighbourhoodsU} and UZof xjand xZrespectively, that are disjoint.

Definition 2.9 A Topological bispace is said to be locally hausdroff if every pair ofpoint has an open bi se
tneighbourhood, that is a hausdroff bispace.
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Definition 2.10 A topological bispace is said to be regular bispace if given a closedbisetCz in the topological bispace
and a pair of point ag € Cg, there are open bisets Utand Ujsuch that Cg € U}, az € Uand U; N UZ = 0.

Definition 2.11 A Topological bispace is said to be locally regular if every pair of point has an open neighbourhood
that is a regular bispace in the subbispace topology.

Definition 2.12 A Topological bispace is said to be normal if given pair of two disjoint closed bisets in it, there are
disjoint open bisets containing the closed bisets.

That, is a topological bispaceXy is normal if whenever uy and vy are closed bisets in Xpwith no intersection,
there are open bisets Ugand Vywith ug € Up and vy € V3 and Uy N Vpis empty.

Separation Axioms

In this section separation axioms are developed and also investigated some of theirtheorems.
i (Typ)bispace:
A bispaceXpis a Tybispaceiff it satisfies the Toaxioms, that is, for ap,bp € Xgsuch thatag # bgthere is an open
bisetUyz S Xgso that Ugcontains one of ag and bg but not the other.
In the otherword, a topological bispaceXj is called T, if given any two pair of points ag and by there is either an open
biset containing ap but not bz or an open biset containing bg but not ap |
ii. T, bispace:
A bispaceXpis a T;bispace or frechetiff it satisfies the T;axioms, that is, for xp,yz € Xgsuch thatxy # ypthere is an
open bisetUp € Xpso that xp € Xgbut yp € Up.
Note: Every T, is bispace Ty,.
iii. T,bispace :
A bispaceXpis a T,bispace or hausdroff spaceiff it satisfies the T,axioms, that is, for xp,yz € Xgsuch thatxp #
yp there is an open bisetUp, Vy  Xgso thatxg € U ,y5 € Vg and UgNV = @.
Note: Every T,bispace isT; .
iv. Tsbispace :
A DbispaceXpis regular iff for each xz € Xp and each closed biset cz © Xgsuch thatxp & cpthere is an open
bisetUg,Vy € Xpso thatxg € Ug ,cg € Vg and UgNVy = Q.
Note: A regular T;bispace is called T3bispace.
Every TsbispaceisT, .
v. T,bispace:
A bispaceXis normal iff for each pair Ag, Bgof disjoint closed subbisets of Xp,there is a pair Ug, Vgof disjoints open
subbisets of Xgzso that Ay € Ug, By € Vgand UgNVy = 0.
Note: A normal T;bispace is called T,bispace.

Theorem 3.1 The intersection of finite collection of open biset is open.

Proof: Let (X5, 7)be a topological bispace and (X3, X3, ...., X} )be open bisets of (X, 7).

then,U Xkis also open bisets of (Xp,).that is, the intersection of any two elements of 7 is an elements of T and Xpis
itself an elements of 7.

Hence the intersection of any finite collection of open bisets is open.

Theorem 3.2 Prove that a product of two hausdroffbispace is hausdroff.

Proof: let Xzand Y be two hausdroff bispaces.

To prove that Xz XYpis a hausdroff.

Since, (ag, b)and (a}, b3 )be a pair of points, that are distinct.

That is, a} # aZor b} # b2.

If a} # a3,we first separateagand aZinXp. That is, let disjoint open bisets in Xj; UicontainingajandUZcontaininga.
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ClearlyUiXY; and U3XYj are disjoint open bisets containing (a3, bg)and (a3, b3)respectively. Hence ap # a3is
succeeded.

If by # b3, we separatebzand b3inYzand disjoints open bisetsViandVz.

Then Y XV3andYz XVZare disjoint open bisets containinga}, bjanda , b3.

Hence X XYgis hausdroffbispaces.

Theorem 3.3: Every subbispaceEy of a hausdorff bispace X is a hausdorff bispace.

Proof: Let ag, bg be any two distinct pair of points in Ep.

Since Xp is Hausdorff bispace, there exists open bisets Ug in Xp such thatap € Ug,bg € Vg and Ug NV = @.
LetUy =EgnUgand Vg = Eg NVp.

Then Uz and Vg are open bisets of the subbispace Ej.

Since ap € Ug,bg € Vi and Ug N Vg = @, it follows that Epis aHausdorff bispace.

Theorem 3.4: The topological sum X of any pair of disjoint collection {X4\u € M} of hausdorff bispace is a hausdorff
bispace.

Proof: Let ag, by be any two distinct points in X. Then there exists y,y € M such thatag € x{; and by € Xg. Ity ,
then take U = X} and Vp = X};.

If u =y, then ap and by are two distinct pair of points in a hausdorff bispace X} and hence there are open bisets Uy
and Vj in X4 such that ag € U, by € Vg and Uy N Vg = .

In both cases Uy and Vj are open bisets of the topological sum X. This implies that Xp is ahausdorff bispace.

Theorem 3.5: Every regular Frechetbispace is a hausdorffbispace.
Proof: Let X be a regular Frechet bispace and ag, bg be any two distinct points in Xp.
Since Xy is a Frechet bispace, Xz \bp is an open bisets of Xp. From the regularity of X at the point ag, there
follows the existence of a closed biset neighbourhood Ny of ag with Ny © Xg\bp.
Let Ug = Int (Np), Vg = X5 \Np. Then Uy and Vp are open bisets X such that ag € U, bg € Vy and Up NV = 0.

HIGHER SEPARATION AXIOMS

Definition 4.1: A topological bispaceXj is K-normal if whenever uz and vy are disjoint canonical closed subbisets of
Xp there exists disjoint open subbisets of Xp, Ug and Vp, such that up © Up and v © Vp. Thatis, a topological bispace
is said to be K-normal if given pair of two disjoint closed bisets in it, there are disjoint open bisets containing the
closed bisets.

Definition 4.2: A topological bispaceXj is said to be strongly normal bispace if every pair of disjoint pre closed biset
can be separated by disjoint open bisets.

Definition 4.3: A topological bispaceXp is said to be weakly normal bispace if every pair of disjoint closed biset
whose interior is non-empty can be separated by disjoint open biset.

Remark 4.4: A bispaceXy is completely normal bispace if every pair of separated biset can be separated by disjoint
open biset and a bispace Xp is K-normal bispace if every pair of disjoint regularly closed biset can be separated by
disjoint open biset.

Lemma 4.5: A topological bispaceX is normal bispace iff for every closed biset Fp contained in a open biset Ug there

exists an open biset V3 such that Fy € V3 c V3 © Up.
Proof: Assume that X is normal bispace.
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To prove that for every closed bisetFy contained in an open biset Uy there exists an open biset Vp such that Fz c Vp
Vg € Ug. We have every pair of components of disjoint closed biset can be separated by disjoint open biset. Since
every regularly closed biset is closed biset Fg € Vp € V < Uj.

Conversely, let Fp contained in a open biset such that every pair of components of disjoint closed biset can be
separated by disjoint open biset. Hence is normal bispace.

Lemma 4.6: A topological bispace is strongly normal bispace iff for every pre closed biset contained in a pre-open
biset there exists an open biset such that Fy €V € V3 € Up.

Proof: Let Fp be pre-closed biset in Xz and Ug be a pre-open biset containing Fp.
Then Fy and Xp — Uy are disjoint pre-closed biset in Xz and so by strong normality bispace of X3, there exist two
disjoint open bisets Vp and Wy such tat Fz € Vg and Xz — Uy € Wy. Now Vz N W = 0.
Thus, F5 €V S Xz — W € U which implies Fg € Vg € Vy € Us.

Conversely, let F; and Hy be two disjoint pre-closed bisets in Xp. Since Xz — Hp is pre-open in Xy and
Fg € Xy — Hy = Up, by hypothesis there exists an open biset Wy such that F; € Wy € Wy € Ug. Here Wy and Xz — Wj
are two disjoint open bisets in Xp containing Fp and Hp respectively. Thus the bispace is strongly normal bispace.

Lemma 4.7: A topological bispaceXy is weakly normal bispace iff for every closed biset Fy with a non-empty interior
contained in an open biset Uy satisfying Uy # X5, there exists an open biset V such that F € Vg € V3 € Up.

Proof: Let Xz be a weakly normal bispace and Fy be a closed biset with in Fz # @ and Uy be an open biset
containing Fy satisfying Uy # Xp.

Here Fp and Hg = X — Uy are two disjoint closed bisets whose interiors are non-empty. Since Xz — Uy €
Xp — Ug = Hp. Similar way, by weakly normality bispace of X there exists two disjoint open bisects Vz and Wy such
that Fg € Vg and Xz — Ug € Wp.

Now Vz N Wy = @. Thus, Fp € Vz S Xz — W € U which implies Fz © V € Vg € Up.

Conversely, assume that every closed bisetFp with a non-empty interior contained in an open biset Up
satisfying Uy # Xj, there exists an open biset V such that, Fz € Vg S V3 € Up. Since Uy be an open biset containing
Fy satisfying Ug # Xp.

Here Fp and Hp are two disjoint closed bisets whose interior are non-empty and Fp € Vp, Hg € Wp which
implies Xz — Ug € Wp. Thus V3 N Wy = @, so every pair of components of disjoint closed biset can be separated by
disjoint open biset. Hence X is weakly normal bispace.

CONCLUSION

In the present work, we investigate more properties of separation and some new higher separation axioms including
normal bispacXzes and it is observed that this class of space is independent of the class of normal topological
bispace.
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ABSTRACT

Starch is one of the important energy sources for ruminant nutrition. Starch granule is arranged in
concentric layers of crystalline and amorphous lamellae. Microbial and digestive enzymes areinvolved in
starch digestion, generating products which can positively or negatively affect animal performance and
health, depending on the starch contents of the diet. A number of factors affect starch digestibility,
including granule size, amylose-amylopectin ratio, nature of endosperm, presence of starch-lipid and
starch-protein complexes, and physico-chemical processing of the feed. Ingestion of large amounts of
starch can trigger ruminal acidosis. However, its rational use in the diet has positive effects on methane
emissions, rumen papillae development and in milk yield and composition. Development of rumen
resistant starch whichcan bypass rumen can be adapted to counter the development of acidosis.

Keywords: Starch structure, digestion, acidosis, rumen resistant starch.
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INTRODUCTION

Starch is a major energy-yielding component of cereal grains, which are important diet components used for
intensive milk and beef production.. It is important to understand the structural characteristics of starch, its ruminal
and post-ruminal digestion and the factors affecting its digestibility in order to improve performance and profit of
livestock systems. Development of rumen resistant starch which bypass rumen can be adapted to counter the
development of acidosis.A number of factors affect starch digestibility, including granule size, amylose/amylopectin
ratio, proportion of farinaceous and vitreous endosperm, presence of starch-lipid and starch-protein complexes, and
physical-chemical processing of the feed.Ingestion of large amounts of starch can trigger ruminal acidosis (Plaizier et
al., 2009). However, its rational use in the diet has positive effects on methane emissions and in milk yield and
composition.

COMPOSITION AND STRUCTURE OF STARCH

Starch is composed of two different glucan chains, amylose and amylopectin. Amyloseis a linear polymer of a-D-
glucose molecules linked by a-1,4 glycosidic linkages. Amylopectinis a branched polymer of a-D-glucose units linked
by a-1,4 & a-1,6 glycosidic bonds. These 2molecules represent the 98-99% of dry weight of starch. They have the
same basic structure but differ in their length and degree of branching, which ultimately affects their
physicochemical properties. Amylose has a molecular weight of around 100 kDa, amylopectinhas a much higher
molecular weight in the order 104-106 kDa. They are are held together by hydrogen bonding in the starch granule.
Starch granules are formed by concentrically growing layers alternating semi- crystalline and amorphous films. The
semi-crystalline region is more abundant in amylopectin and is more impervious to enzymatic attack because of its
resistance to entry of water. The amorphous region is rich in amylose and has lower density than the crystalline area,
which facilitates water flow and enzyme attack; however, it isabundant in hydrogen bonds (Perez et al., 2009).

RUMINALAND POST-RUMINAL DIGESTION OF STARCH

Although protozoa and fungi participate in ruminal digestive processes, the bulkof the fermentation is performed by
ruminal bacteria. Several species of ruminal bacteria are able to digest starch. Amylolytic organisms are found in
larger percentages of the total microbial population when rations high in starch are fed. Important species that have
been enumerated in cattle fed high grain diets are Bacteroides amylophilus, Butyrivibrio fibrisolvens, Bacteroides ruminocola,
Selenomona lactylitica, Streptococcus bovis, Prevotella ruminocola, Eubacterium ruminantium, Ruminobacter amylophilus,
Ruminococcus bromii, Succinimonas amylolytica and Lactobacillus sp. The a-14 and a-1-6 endo and exoamylases
produced by rumen microorganisms have the ability to hydrolyze amylose and amylopectin glycosidic linkages,
releasing different oligosaccharides.

The glucose produced from the hydrolysis of starch in the rumen is rarely detectable due to its rapid uptake and
metabolism by the ruminal microorganisms. Pyruvate is subsequently produced as a result of glycolysis. Several
chemical pathways are then availablefor the conversion of pyruvate to the volatile fatty acids (VFA) which can be
absorbed by the cow from the rumen. It is the phosphorylation of ADP to ATP during the production of the VFAs
which creates an energy supply for the microbes and allows microbial growth, provided an adequate supply of amino
acids, ammonia and other minerals are present. Methane, carbon-dioxide and hydrogen are produced in addition to
the VFA from the fermentation of starch.

In ruminants, the site of starch digestion affects the substrates absorbed. Ruminal digestion generates volatile fatty
acids (VFA) for absorption and provides energy for microbialprotein synthesis (Huhtanen and Sveinbjérnsson, 2006)

The post-ruminal process of starch degradation begins with pancreatic a-amylase secretion, which hydrolyzes
amylose and amylopectin into dextrins and linear oligosaccharides with two to three glucose units. The process is
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completed by the action of oligosaccharidases (maltase and iso-maltase) secreted in the intestinal membrane (Ortega
and Mendoza, 2003). Digestion of starch in the small intestine digestion provides glucose for absorption. Increased
starch digestion in the small intestine has suggested enhancing milk protein production, perhapsby sparing amino
acids from being used for gluconeogenesis in the liver (Nocek and Tamminga,1991). The efficiency of energy
utilization for absorbed glucose in the small intestine is assumed to be greater than for starch digested in the rumen
(Owens et al., 1986) due to reduced methane and fermentation heat losses and higher efficiency of metabolizable
energy (ME) utilization.

FACTORS AFFECTING STARCH DIGESTIBILITY IN RUMINANTS

Granule Size

Size of the starch granule also may affect digestibility, as the relationship between surface area and starch volume,
and thus contact between substrate and enzyme, decreases as size of the granule increases. This is a limiting factor in
starch digestion because the relationship between starch volume and surface area, and thus substrate-enzyme
contact, decreases as granule size increases (Svihus et al., 2005). Franco et al. (1992), separated starchgranules from
cassava and maize into different sizes and studied breakdown in the presence ofamylase and amylo-glucosidase.

Grain processing

Grain processing using temperature, humidity and pressure facilitate binding ofbacteria to starch granules, increasing
its digestibility (Huntington et al., 2006). The grain processing methods can be broadly classified into dry and wet
processing methods. Grinding, dry rolling, popping, extruding, pelleting, roasting, micronizing, dehulling etc. are
the major dry processing methods whereas soaking, steam rolling, steam flaking, pressure cooking, exploding,
reconstitution, ensiling at high moisture are the main wet processing methods usedin feed processing units. All these
processes aim to break grain barriers such as the pericarp and the protein-starch matrix, allowing access of
microorganisms to starch granules. These processes also reduce the particle size, and increase surface area and
microbial colonization (Giuberti et al., 2014).

Starch-protein complex

The proteinaceous matrix surrounding starch granules affects starch digestibility. Digestibility is negatively
associated with the presence of prolamins. Prolamins are storage proteins that receive a different name for each
cereal, namely zein (corn), kafirins (sorghum), gliadin (wheat), hordeins (barley), secalins (rice), and avenines (oats).
Usually, wheat, oats, rice and barley have fewer prolamins than corn and sorghum (Giuberti et al., 2014). The
proteins act as a barrier which reduce the surface accessibility of starch to enzyme and/or ruminal bacteria by
blocking the absorption sites or by influencing enzyme binding.

STARCHAND RUMINAL ACIDOSIS

Starch fermentation increases volatile fatty acids (VFA) and lactate production, whichcan reduce ruminal pH and kill
cellulolytic microorganisms, to decreased fiber digestibility and dry matter (DM) intake. Additionally, it can cause
metabolic disorders such as acute and sub- acute ruminal acidosis, rumenitis, laminitis, liver abscesses and
polioencephalomalacia (Plaizier et al., 2009). Plaizier et al. (2009) conducted SARA challenge in 8 lactating cows and
found that theaverage rumen pH is declining during SARA induction and the average time of pH being lessthan 5.6
had increased to 279 minutes. They also studied the level of lipopolysaccharide(LPS)in rumen as well plasma. It
showed increase in the amount for both in case of SARA challenge. A continuous presence of a low amount of LPS in
peripheral plasma of SARA induced cows could result in a metabolic endotoxemia that triggers a low-grade
inflammation compared withacute disorders such as septicemia. The presence of lipopolysaccharide binding protein
(LBP)in plasma also denote the translocation of rumen LPS into plasma and further.
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RUMEN RESISTANT STARCH

High-producing ruminants are fed high amounts of cereal grains, at the expense of dietary fiber, to meet their high
energy demands. Grains consist mainly of starch, which is easily degraded in the rumen by microbial glycosidases,
providing energy for rapid growth ofrumen microbes and short-chain fatty acids (SCFA) as the main energy source for
the host. Yet, low dietary fiber contents and the rapid accumulation of SCFA lead to rumen disorders in cattle. The
processing of grains has become increasingly important to confer their starch resistances against rumen microbial
glycosidases, hence generating ruminally resistant starch (RRS). In ruminants, unlike monogastric species, the
strategy of enhancing resistant starch is useful, notonly in lowering the amount of carbohydrate substrates available
for digestion in the upper gutsections, but also in enhancing the net hepatic glucose supply, which can be utilized by
thehostmore efficiently than the hepatic gluconeogenesis of SCFA (Deckardt et al.,2013)

Different treatments are employed for the development of RRS. Sodium hydroxide, formaldehyde, ammonia were
used earlier. They are not preferred now because they can causehealth issues and treatments using them are very
laborious (Dehghan-Banadaky et al., 2007). Lactic acid treatment and treatment of grains using organic acids are the
latest chemical processing methods used for production of RRS. Gelatinization and coolingfor an extended period of
time is good physical processing method to improve resistant starchlevel in substrate. The study by Igbal et al(2011)
showed that unlike the control group, the ruminal pH value of the lactic acid-treatment group was above SARA
values indicating a slower degradation of barley starch in the rumen because of the treatment with lactic acid. Milk
fat and protein level also increased in cows fed with lactic acid barley grains.

CONCLUSION

Starch is the main energy component used in ruminants feed to modulate ruminal fermentation and promote sync
with the nitrogen sources. More research is required to evaluatethe effect of using one or more sources of starch —
with different degrees of degradability and processing— on protein use efficiency, milk yield and compositional
quality. Studies should focus on addition levels and nutrient composition of the forage base according with the stage
of lactation and energy requirements of the animal. Further studies regarding whether development of rumen
resistant starch helps to mitigate acidosis in cattle are to be conducted.
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ABSTRACT

In this paper, we introduced the concept of k- symmetric circulant and s-symmetric circulant
Neutrosophic Fuzzy Matrices (NFM) as a generalization of symmetric circulant fuzzy Matrices. The basic
concepts, theorems and properties of k-symmetric circulant Neutrosophic Fuzzy Matrix and s- symmetric
circulant Neutrosophic Fuzzy Matrix are discussed with examples.

Keywords: Circulant Fuzzy Matrix, Neutrosophic Fuzzy Matrix, Symmetric Circulant Fuzzy Matrix, S-
symmetric circulant fuzzy matrix, k-symmetric circulant fuzzy matrix,,

INTRODUCTION

Academics in economics, sociology, medical science, industrial, atmosphere science and many other
numerous fields agree with the vague, imprecise and infrequently lacking information of exhibiting
inexact data. As a result, fuzzy set theory was introduced by L. A. Zadeh [14]. Then, the intuitionistic
fuzzy sets was developed by K. A. Atanassov [1, 2]. Estimation of non-membership values is also not
constantly possible for the identical reason as in case of membership values and so, there exists an
indeterministic part upon which hesitation persists. As a result, Smarandache et al. [5, 11, 12] has
introduced the concept of Neutrosophic Set (NS) which is a generalization of conventional sets, fuzzy set,
intuitionistic fuzzy set etc.

The problems concerning various types of hesitations cannot solved by the classical matrix theory. That
type of problems are solved by using fuzzy matrix [4, 6, 7]. Fuzzy matrix deals with only membership
values. These matrices cannot deal non membership values. Intuitionistic fuzzy matrices (IFMs)
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introduced first time by Khan, Shyamal and Pal [8]. A square matrix A is Symmetric ifA=ATand k-
symmetric if A=KAKT"[2,3,4,5,11]. Any matrix with entries in [0, 1] and matrix operator defined by fuzzy
logical operators are called fuzzy matrix [1, 14]. In [10], Rajesh and et al. defined the concept of
Symmetric, k-symmetric circulants-Symmetric in the year 2016. Throughout in this paper all matrices
considered over a fuzzy algebra F with support [0, 1] under the concept of S-symmetric matrices k-
symmetric matrices was introduced in [1, 4]. In [9], Poongodi and et al. have presented the notation on
regular neutrosophic fuzzy matrices. In this paper, k-symmetric circulant Neutrosophic Fuzzy Matrices
and s-symmetric circulant Neutrosophic Fuzzy Matrices are discussed.

Preliminaries
In this section, some basic definitions and results needed are given. Let Nn denotes the set of all nxn Neutrosophic
Fuzzy Matrices.

Definition 2.1

A fuzzy matrix(FM) of order mxn is defined as A=(aij), where aijo[0,1]. Let Fmn denote the set of all fuzzy matrices of
order mxn.

Definition 2.2

A matrix A € Fnxn is said to be symmetricif A =AT.
Definition 2.3

Let A=(aij) and B=(bij) €Fmn. We write A <B if aij< bij for all i, j and we say that A is dominated by B (or) B dominates
A. A and B are said to be comparable if either A<B (or) B A

For any A€Fna is a fuzzy circulant matrix then AT, AS are transpose, secondary transpose respectively. Let k be a
fixed product of disjoint transposition in Sn and K be the permutation matrix associated with k, V is a permutation
matrix with units in the secondary diagonal. Clearly K= 1, K=K, V2=, VI=V.

Definition 2.4
Forany given a0, al ,.... an-1 F, Then the Fuzzy circulant matrix A=(aij)nxn is defined by (aij)= (%-1(mod n))
g 4y  d; - 8y
Ay _q dp dq A2
A=l3p2 @1 Ap-3
ay g dq e dp
Definition 2.5
A matrix A Fnxn is circulant and it is said to be symmetric circulant fuzzy matrix if A= AT &
0L 03 03 01 03 03
A=(03 01 03[, A'=[03 01 03
For Example, 03 03 01 03 03 01
Here A Fnais circulant as well as A=AT. Hence A is symmetric circulant fuzzy matrix.
Definition 2.6

A matrix A€F ™ is said to be k - symmetric circulant fuzzy matrix if A = KATK, where K be the permutation
associated with k.

03 05 05 0.3 0.5 0.5
A=|05 03 o05|.thenKATK =05 0.3 0.5
Example: 0.5 05 03 0.5 0.5 0.3
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Here A Fnx is circulant as well as A= KATK. Hence A is k- symmetric circulant fuzzy matrix.

Definition 2.7

An neutrosophic fuzzy matrix (NFM) A of order m x n is defined as A= [Xij, <aij, aj, ajv>]ma, where ajjy, aiy, ajvare
called truth, indeterminacy and falsity of Xj in A, which maintaining the condition 0 < aju + aijx + ajv < 3. For
simplicity, we write A = [ X, ajjj mx or simply [aij]mx Where ajj = < aijy, aija, aijv>.

Lemma 2.8
For A=[Ay Ay, Av] ©Nmnand B = [By, By, Bv] Ny, the following hold.

AT=[AT, AT, AVT]
i. AB= [Apr, AyBy, AVBV]

k-Symmetric Circulant Neutrosophic Fuzzy Matrices.
In this section, we define k-symmetric circulant Neutrosophic Fuzzy Matrices and the basic concepts, theorems and
properties of k-symmetric circulant NFMs is discussed.

Definition 3.1

A matrix A €N is said to be k - symmetric circulant NFM if A = KATK, where K be the permutation associated with
k.

Theorem 3.2

If A and B are k-symmetric circulant NFMs then A+B is also k-symmetric circulant NFM.
Proof: Since A and B are k- symmetric circulant NFMs, then A = KA™K and B =KBK

To prove A+B is k - symmetric circulant NFM IVFM. A+B = KATK + KBTK
A+B=K[A™BT] K A+B =K [A+B] 'K

Hence A+B is also k-symmetric circulant NFM.

Theorem 3.3

If A and B are k-symmetric circulant NFMs then AB is also k-symmetric circulant NFM.
Proof: Since A and B are k-symmetric circulant NFMs then A = KA™K and B =KB"K
To prove AB is k - symmetric circulant NFM. AB=(KATK)(KB"K)

= (KAHK(B'K)

=KAB'™K

=K (BA) K AB

=K (AB)TK

Hence AB is also k-symmetric circulant NFM.

Theorem 3.4

Let A €Nna be k-symmetric circulant NFM and K is the permutation matrix then KA is also k-symmetric circulant
NEM.

Proof: Since A and AT are k-symmetric circulant NFMs then, A=KATK, AT=KAK
To Prove KA is k - symmetric circulant NFM.

KA= K(KA'K)

=KKTATK

=K (AK)™K KA =K(KA)'K

Hence KA is also k-symmetric circulant NFM.
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Theorem 3.5

Let A €Nna be k-symmetric circulant NFM and K is the permutation matrix then AK is also k-Symmetric circulant
NEM.

Proof: Since A and AT are k-symmetric circulant NFMs then = A=KAK, A'=KAK
To Prove AK is k - symmetric circulant NFM.

AK = (KA'K) K

=KATKTK

=K (KA)'K AK=K (AK) K

Hence AK is also k-symmetric circulant NFM.

Theorem 3.6

If A €Nna be k-symmetric circulant NFM then AAT and ATA is also k-symmetric circulant NFM.
Proof: Since A and AT are k - symmetric circulant NFMs then A = KATK, AT=KAK.

To Prove AAT is k-symmetric circulant NFM

AAT=(KA'K) (KAK)

=K (ATA) KAAT=K (AAT) K

Similarly we will prove ATA is also k - symmetric circulant NFM.

Theorem 3.7

If A€Nnx be k - symmetric circulant NFM then A+AT is also k — symmetric circulant NFM.

Proof: Since A and AT are k-symmetric circulant NFMs then, A=KATK, A™=KAK.
To Prove A+AT is k-symmetric circulant NFM

A+AT=KATK+ KAK

=K (A™A) K A+AT=K(A+AT) K

Hence A+AT is also k-symmetric circulant NFM.

Theorem 3.8

If A and B are k-symmetric circulant NFMs then AB+BA is also k-symmetric circulant NFM.
Proof: Given A and B are k - symmetric NFMs then A = KATK and B = KB'K

To prove AB+BA is k-symmetric circulant NFM. AB+BA=(KATK)(KB'K) + (KB'K)(KATK)

= (KADK(B'K) + (KB') KX(A'B)

=K A™TK+KBTATK

=K (BA)')K+K (AB)TK

=K (AB+BA)TK

Hence AB+BA is also k-symmetric circulant NFM.

Theorem 3.9

Let A is k-symmetric circulant NFM and if a, =0 are scalar Fuzzy and a+p=1 then aA+BB is also k-symmetric
circulant NFM.

Proof: Since A and B are k-symmetric circulant NFM then A = KA™K and B =KB"K

To prove aA+BB = a KATK + 3 KB'TK

=K[a AT+B BT K

=K[a A+BB]'K

Hence a A+{3B is also k-symmetric circulant NFM.
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Remarks: If a, 3 > 0 and a+3=1 with aA+B are symmetric circulant NFM so the set of all symmetric circulant NFMs
over the permutation k is a convex set.

s — Symmetric Circulant Neutrosophic Fuzzy Matrices.
In this section, we define s-symmetric circulant Neutrosophic Fuzzy Matrices and the basic concepts, theorems and
properties of s-symmetric circulant NFMs is discussed.

Theorem 4.1

A matrix A €Nnan be s - symmetric circulant NFM then AT is also s - symmetric circulant NFM.
Proof: Since A is s - symmetric circulant NFM then A=AS=VATV

To prove ATis s - symmetric circulant NFM. A = AS

AT=(VATV)T

=V(AN)TV

=VAVA=VASV

Hence AT is also s-symmetric circulant NFM.

Theorem 4.2
If A and B are s - symmetric circulant NFMs then (A+B) is also s - symmetric circulant NFM.

Proof: Since A and B are s - symmetric circulant NFMs then A=A5=VATV and B=B3%=VB™V
To prove (A+B) is s - symmetric circulant NFM. (A+B)S
=(VATV +VBTV) $
=V (AT)SV +V (BT) SV
=V[A9)T+(B)TTV
=V [AT™BT] V (A+B)5>=V [A+B] TV = A+B
Hence (A+B) is also s-symmetric circulant NFM.

Theorem 4.3
If A and B are s - symmetric circulant NFMs then (AB) is also s - symmetric circulant NFM.

Proof: Since A and B are s - symmetric circulant NFMs then A=A3=VATV and B=B5=VB™V.
To prove (AB) is s - symmetric circulant NFM. (AB)S = (VATV VBTV) S

=[VATV2BTV]S

=[VATBT V]S

=[V(AB)TV]s

=V[(AB)T]*V

=V[(AB)S] TV

=V(AB)TV

Hence (AB) is also s-symmetric circulant NFM.

Theorem 4.4

A matrix A€ENmn be s - symmetric circulant NFM and V is a permutation matrix with units in the secondary
diagonal then VA and AV also s - symmetric circulant NFM.

Proof: Since A is s - symmetric circulant NFM then A=AS=VATV

To prove VA is s - symmetric circulant NFM. VA = VAS

=V (VATV)

=VATVV

=VATVTV
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=V (VA)TV
Similarly we will prove AV is s - symmetric circulant NFM.

Theorem 4.5

If A€Nnx be s - symmetric circulant NFM then AAT and AT A are also s - symmetric circulant NFM.
Proof: A matrix A is said to be s - symmetric circulant NFM then A=AS=VATV.
Since AT is s - symmetric circulant NFM then A=A™=VASV

To prove AATis s - symmetric circulant NFM,

AAT=(AATy

=(AT)S AS

= (AS)T AS

=(VATV) T (VATV)

=(V(ADIV)(VATV)

=V AATV

=V (ATA)TVA

AAT=(AAT)S=V (AAT)TV

Similarly we will prove ATA =V (ATA)™V

Theorem 4.6

If A€Nnx be s - symmetric circulant NFM then A+AT is also s - symmetric circulant

NFM.

Proof: A matrix A is said to be s - symmetric circulant neutrosophic fuzzy matrix then A=AS=VATV.
To Prove A+ AT=(A+ AT)S

= ASt+ (AS)T

=VATV + (VATV) T

=VATV+V (AT)TV

=VA™V + VAV

=V[AT+ AV
= V[A+ATIV

Theorem 4.7

If A and B are s - symmetric circulant NFMs then AB + BA is also s - symmetric circulant NFM.
Proof: A matrix A is said to be s - symmetric circulant NFMs then A=AS=VATV.

To prove (AB+BA) 3 =[(VATV) (VB™V) + (VBTV) (VATV)] s

=[V (ATBT) V+V (BTAT) V]S

=[V (BA)'V+V (AB)™V]S

=[V (BA)™V]5+ [V (AB)™V]$

=VHBA)S]T+[(AB)*]T} V

=V I(AB)™+ (BA)TTV

=V (AB+BA)TV

Theorem 4.8

Let A is s-symmetric circulant NFM and if a, > 0 are scalar Fuzzy and a+p= 1 then aA+pB is also s-symmetric
circulant NFM.

Proof: Since A and B are s-symmetric circulant NFMs then A=A%= VATV and B=B%= VBTV

To prove (aA+ B)=a (VATV) + § (VBTV)

=V[a AT+B BTV

=V[ax A+BB]T
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ABSTRACT

To improve welding quality of aluminium alloy 3000 grade plate on tig welding system. Aluminium
alloy is selected because of its unique properties of light weight and corrosion resistance, welding is
performed for aluminium alloy plate by changing different welding parameter. Effect of gas flow, angle
and welding current on welding joint has been investigated for the experiment, hardness value of the
welded zone has been measured to understand the change in mechanical property and RSM is also used.
Key word: Tig welding, Hardness, RSM

Keywords: TIG, RSM, Optimization, Aluminium alloy 3000, Hardness.

INTRODUCTION

Welding is the process of joining two or more than two similar and dissimilar materials. Welding joint is formed
when two materials are in molten state due to intense heat provided by external source. They are of many types, Gas
welding, Resistance welding, Energy beam welding, Arc welding, Shielded metal arc welding, Gas metal arc
welding, and Gas tungsten arc welding (TIG) etc., developed in different past decades. Welding has many
applications in the sheet metal industry, aerospace industry, automobile industry and construction industry. So it is
imperative to study the different properties like tensile strength, resistant to corrosion and porosity of the welded
joint used in modern industries. Many researchers have studied the effect of different parameters like voltage,
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current, speed, gas flow, arc gap and filler wire etc. on welded joint properties like strength of weld, porosity and
hardness etc. For example ,Pradhan and Punyankanti(2019) investigated the effect of gas flow rate and welding
current on the hardness and tensile strength on aluminium alloy 7075 sheet, size of 300 x 200 mm, thickness 6 mm.
experimentally they inferred that in both cases higher gas flow and lower gas flow produces weaker welded
joint[11.Mohan () adopted automated TIG welding by varying the current and speed of welding to investigate the
hardness and tensile strength of welded joint. In first phase welding is accomplished on one face and in second
phase welding is accomplished on another phase. He observed that tensile strength is enhanced by increasing the
intensity of current. Further, he claimed that better result of welding is obtained with low speed.[2]. Al 5052, is
known for its nonmagnetic property, low ignition point and light weight, has many applications in sheet metal
industry, heat exchanger and pressure vessel etc. Sharma et al (2020) chosen Al 5052 specimen for welding with
different varying input parameters, current, speed, root gap and gas flow, to predict the microstructure and strength
of welded specimen. RSM is utilised to obtain the optimised results. They come with results speed and current both
effect the weld strength [3].Ravinder et al used AI 5052 alloy, size 100 x 2.5 x 50 mm, with 4043 grade filler wire by
varying welding speed and gas flow at constant voltage (20 volt) and constant current (210 ampere) for welding.

They opined that depth of penetration is linearly increase with the increase in welding speed until optimized values
achieved (welding speed 147.78 and depth of penetration 2.02 mm) [4].Soni and Dwivedi performed experiment on
aluminium sheet, size 120 x 50 x 3 mm, in the range of current 100 to 140 A, speed 3.5 to 4 mm/s, gas flow rate 8 to 10
liter/min at constant 50 votl and weld centre tip distance 3 mm. They come upwith the conclusion that uniform
welding of aluminium is possible when elasticity of the welded joint increases with the increase of current. They also
assessed that toughness of the welded joint is almost same to base material when welding performed on both side
[51.Gou and Wang performed TIG welding on aluminium alloy 5052 at varying current 100 to 120 A to investigate
welded microstructure, tensile strength and corrosion resistance. They found that higher tensile strength 212.1 MPa,
90.8% of the base metal, is obtained at 115 A current. It is observed that corrosion resistance is 168h when welding
current is in between 100 to 110A [6]. Author performed pulsed tungsten inert gas welding (PTIGW) with varying
pulsed current 100 to 300A and gas flow rate 7 and 15 litre/min on 6 mm thick aluminium plate. It is observed that
maximum shear strength and refined grain structure is obtained at base current 200 A, pulse current 250 A and flow
of gas 15 litre/min[7].27 experiments, TIG welding, were performed on steel structural plate of 8 mm thickness with a
range of welding current 55-95 A, welding speed 1545 mm/sec and arc length 2-3 mmwith three levels factor control
to predict the shape profile characteristics and shape of heat affected zone (HAZ). A fuzzy logic model is built from
27 experimental data to predict the response by changing the control factors [8].Raveendraet. al conducted
experiment to determine how pulsed current affected the properties of GTAW weldments. Welding current of 80-83
A and arc travel speed of 700-1230 mm/min. are used to weld 304 stainless steel of 3 mm thick.

The non-pulsed current weldment has higher tensile strength. It was found that non pulsed current weldment has
higher ultimate tensile strength and yield strength value than parent metal[9].SUS304L and SUS316L material is
largely used for hydrogen storage super tank and storage tank. Welding is performed by varying the voltage 8 to 10
volt, current 120 to 210 A and at constant welding speed of 80 mm/min. tensile strength and yield strength are
measured after welding. It is observed that base material has long fatigue life as comparison to welded materials in
low cycle fatigue case. The ratio of fatigue strength to tensile strength of the welded material range between 0.35 to
0.7 and lesser than that of base materials in case of high cycle fatigue test [10]. Kumar and sundarrajan conducted
experiment on aluminium alloyAA5456 thickness 2014mm. They performed pulsed TIG welding with different
range of parameters i.e. welding speed 210-230 mm/min., welding current 40-90 A. Taguchi method was used to
optimize the parameters to obtain optimised responses. It is noted that mechanical properties are enhanced by 10 to
15% after planishing that reduce the internal stress of the welded material [11].Wang used Al Alloys SA12, range of
parameters are current 60 to 100 A and welding speed 800 to 1400 mm/sec and thickness of the work piece is 6 to 25
mm for TIG welding. Residual distortion out of plane may be of three types bowling distortion, bukling and arch.
Dynamic process and residual distortion out of plane are greatly influenced by welding heat input and thickness of
plate [12].AA5052 H32 is well known for its high strength, corrosion resistance and light weight and having
applications in automobile industry. Author adopted four input parameters i.e. welding current, arc voltage, gas
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flow and welding speed with two responses yield strength and tensile strength. Researchers claimed that welding
current and gas flow rate influence the welding [13].Norman et al investigated the microstructure of autogenous TIG
welding using Al-Mg-Cu-Mn alloy at different parametric setting viz: welding speed 7 to 25 mm/sec and current 100
to 190 A. The weld's center showed a fine microstructure because of a faster cooling rate than the surrounding areas.
Moreover, it is found that the rate of weld center cooling rises, when speed of welding increases[14]. Wang et al
studied the effect of TIG arc welding process parameters on Ni based super alloy in terms of microstructure, tensile
properties, and fracture. Process parameters are in range of, current 55-90 A, speed 2100-2900 mm/sec and width 1.2-
1.5 mm. As indicated by the exploratory discoveries, welding current increments with diminishing welding speed as
intensity input increments[15]. Literature review reveals that different types of metals and alloys are used for various
types of welding, TIG, MIG and arc etc., with numerous parameters like current, speed, voltage and thickness of
plate etc. to optimise and investigate the microstructure, hardness, tensile strength and yield strength etc. A few
work is reported on TIG welding of aluminium alloy 3000 with different parameters as current, gas flow and angle to
investigate the hardness.

MATERIALS AND EXPERIMENTAL SETUP

Aluminium alloy 3000 grade have excellent strength, good hardness, resistance to chemical agent and atmospheric
agents, used in kitchen equipment and hardware to heat exchangers. The aluminium alloy 3000 grade, size 600 x 145
x 3 mm, is used as a work piece for this study. It is a high aluminium material, the percentage of aluminium is about
96.8% to 99%, copper 0.5% to 0.20%, Iron 0.7% maximum and manganese 1% to 1.5%. The welding experiments were
carried out in Happy Industries, located at Industrial area phase-2, Tribune chowk, Chandigarh, India using
Tungsten Inert Gas Welding (TIG) as shown in fig 1(a). From the literature review, three parameter are selected
namely welding current (range 110 to 200 A), gas flow (range 8 to 180cc/min)and angle of welding (range 30 to 60°)
with level of process parameters are depicted in table 1. Fifteen specimens are prepared, suggested by RSM (Design
Expert), and one of them is shown in fig 1 (b). Rockwell Hardness machine (Specifications) used to measure the
response (hardness) and is shown in fig 1(c).

RESULTS AND DISCUSSION

Hardness of the each specimen is testedon Brinell Hardness Machine, as depicted in table 2. Executing all data, as
mentioned in table 2, adequate model selection, sequential model sum of square and lack of fit is observed.
Regression model is generated from the relevant model. The choice of sufficient model depends on three unique tests
for example successive model amount of squares, model outline measurable and absence of fit test which is to be
performed for the reaction hardness. The table3 shows various tests to choose suitable model to fit different
reactions. Consecutive model amount of squares zero on choosing the most elevated request polynomial where the
extra terms are huge and model isn't associated. Model outline measurements tested zero in on the model boosting
the Changed R2and anticipated R2. The absence of fit test zero on choosing a model having unimportant absence of
fit. Quadratic model is suggested as shown in fig. 3. It is observed that when welding current increases from 123 to
187 A, hardness increases at constant gas flow rate 9cc/min. At constant welding current at 123 A, hardness decreases
while gas flow increases from 9 to 17cc/min. In another instance, when both welding current and gas flow increases
from 123 to 187 A and 9 to 17 cc/min respectively, results increase in hardness as depicted in fig. 2 (a). It is observed
that when welding current increases from 123 to 187 A, hardness increases at constant angle of welding 34°. At
constant welding current at 123 A, hardness increases while angle of welding increases from 34 to 56°. In another
instance, when both welding current and angle of welding increases from 123 to 187 A and 34 to 56 °respectively,
results increase in hardness as depicted in fig. 2 (b). It is observed that when gas flow increases from 9 to 17cc/min,
hardness increases at constant angle of welding 34°. At constant gas flow at 9cc/min, hardness increases while angle
of welding increases from 34 to 56°. In another instance, when both gas flow and angle of welding increases from 123
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to 187 A and 34 to 56°respectively, results increase in hardness as depicted in fig. 2 (c). Errors between actual
hardness and predicted from RSM is less evident as all points lies in the straight line shown in 2(d).

ANOVA

P value of the model is less than 0.0001 with high F value 919.97 suggests that model is significant. F value of the
welding current, angle of welding and gas flow is 2290.4, 892.95 and 21.80 respectively in decreasing order. It can be
inferred that hardness is significantly influenced by welding current followed by angle of welding and gas flow rate
depending on the value of F and evident from the perturbation diagram fig. 4. Parameter A (welding current) has
maximum slope followed by C (angle of welding) and B (gas flow).The difference between the Predicted R? of 0.9976
and the Adjusted R? of 0.9983 is less than 0.2, which is considered to be a reasonable agreement. Adeq Precision of
120.244 is signal to noise ratio, preferred at least 4, and shows a strong enough signal. The Hardness in actual factor
equation is given as equation (1).

Hardness =-121.81677+0.39719 * A-5.92383 * B+6.60831 * C+0.083359 * A * B — 027214* A * C-0.15104 *B * C.

CONCLUSIONS

It is observed from the present study that welding current, gas flow and angle of welding has influence on the
hardness of welded specimen, as discussed below.
1. Hardness increases by increasing welding current during welding due to increase in internal stress of the
welded piece by raising heat.
2. Hardness of the welded piece is low at extremely low and high gas flow.
3. Hardness increases when angle of welding increases.
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Table 1. Levels of Parameters

Level
Coded factor Real factor Input parameter eves
2 | -1 0 1 2
A Welding current | Welding current | 110 | 123 | 155 | 187 | 200
B Gas flow Gas flow 8 9 13 | 17 | 18
C Angle Angle 30 | 34 | 45 | 56 | 60
of welding of welding

Table 2. Experimental data

Std | Run | Welding current (A) | Gas flow (Cc/min) | Angle (°) | Hardness (HRB)
1 110 13 45 415
2 155 13 45 495
3 155 13 45 50
4 187 17 34 58.6
5 155 8 45 43.8
6 155 13 45 49.8
7 155 13 30 40.2
8 155 13 60 53
9 200 13 45 62
10 155 13 45 494
11 155 18 45 45.8
12 187 9 56 52
13 123 17 56 43.6
14 123 9 34 322
15 155 13 45 50.2

Table 3 a. (Sequential Model Sum of Squares)

Source Sum of Square | Df | Mean Square | F-value | P - value
Mean vs Total 34713.77 1 34713.77
Linear vs Mean 628.46 3 20949 17.51 0.0002
2FI vs Linear 55.11 3 18.37 1.92 0.2047
Quadratic vs 2FI 76.03 3 25.34 27623 | <0.0001 | Suggested
Cubic vs Quadratic 0.0107 1 0.0107 0.0956 0.7726 Aliased
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Residual 0.4480 4 0.1120

Total 35473.82 15 2364.92

Table 3 b. (Model Summary Statistics)

Source | Std. dev. R? Adjusted R? | Predicted R? | Press
Linear 3.46 0.8269 0.7796 0.5967 306.52
2F1 3.09 0.8994 0.8239 0.2517 568.75
Quadratic 0.3029 0.9994 0.9983 0.9976 1.83 | Suggested
Cubic 0.3347 0.9994 0.9979 * Aliased

Table 3 c. (Lack of Fit Tests)

Source Sum of square | df | Mean square | F-value | P- value
Linear 131.14 7 18.73 16728 | <0.0001
2F1 76.04 4 19.01 169.72 0.0001
Quadratic 0.0107 1 0.0107 0.0956 0.7726 | Suggested
Cubic 0.0000 0 Aliased
Pure Error 0.4480 4 0.1120
Table 4 ANOVA for Hardness
Sources Sum of square | df | Mean square | F-value | P-value
Model 759.59 9 84.40 919.97 | <0.0001 | significant
A-Welding Current 210.13 1 210.13 22904 | <0.0001
B-Gas Flow 2.00 1 2.00 21.80 0.0055
C-Angle of welding 81.92 1 81.92 89295 | <0.0001
AB 22.12 1 22.12 241.09 | <0.0001
AC 28.77 1 28.77 31362 | <0.0001
BC 4.22 1 4.22 45.97 0.0011
A? 7.15 1 7.15 7797 0.0003
B? 48.68 1 48.68 53062 | <0.0001
C? 20.05 1 20.05 21852 | <0.0001
R2=0.9994 Adjusted R?=0.9983
Predicted R?=0.9976 Adeq Precision = 120.2437
A
5
a (Welding setup) b (Specimen) ¢ (Testing machine)
Fig. 1 Experimental Setup
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ABSTRACT

Given the vital role milk plays in our diets, the issue of milk adulteration reduces the quality of milk and hence, is a
matter of utmost concern. This study was conducted to identify most prevalent adulterants in branded and
unbranded milk samples across various areas of Bangalore. A sum of 20 milk samples were gathered including 10
branded milk packets and 10 unbranded milk samples from local milk men. The results obtained in our study
emphasize that among the 9 tested adulterants, detergent (60%) and sugar (90%) were the most prevalent in branded
milk samples while urea (20%) and sodium chloride (50%) were the most prevalent in unbranded milk samples.
These unbranded samples were further examined for water content which was found to be positive in 80% of the
samples.Lastly, none of milk samples indicated the presence of 5 adulterants namely neutralizer, hydrogen peroxide,
starch, formaldehyde and nitrate nitrogen. This is valuable data for the regulatory authorities to improve milk
quality and safety in Bangalore. Furthermore, it can raise consumer awareness, enabling them to make well-
informed choices.

Keywords: Milk adulteration, Bangalore, adulterants, urea, detergent, sugar, sodium chloride.

INTRODUCTION

Milk, a pale white fluid produced by mammals primarily to nourish their offspring, consists of abundant essential
nutrients necessary for bodily growth and development. It is also known for its easy digestibility and high
absorbability, making it an ideal wholesome food. The composition of cow milk includes carbohydrates, lactose
(4.8%), fat (4%), minerals like calcium, potassium, iodine (0.8%), protein (3.5%)with an energy supply of 66 kcal/100g
[1]. The increasing consumption of milk across various age groups, spanning from infancy to old age, makes the
issue of milk adulteration a major concern. Milk adulteration is the deliberate act of reducing the quality of milk,

achieved either by the removal of valuable components or substitution with inferior substances[2,5]. Common
adulterants like water, skimmed milk powder, sugar, starch, salt, melamine, detergents, neutralizers, urea, hydrogen
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peroxide, formaldehyde etc., are added for various reasons like an increase in profit margin, or to create an illusion
of better milk quality or to reduce the perishable nature of milk[l, 3, 4].Unfortunately, some of these adulterants
result in severe health issues. For instance, detergents and peroxides in milk can lead to gastritis and intestinal
inflammation while urea in milk can place a heavy load on the kidneys to eliminate urea content from the body[4].
Previously, studies have explored the presence of different milk adulterants in various parts of India, however, a
comparative study on milk adulteration using branded and unbranded milk samples in Bangalore is absent. This
study was therefore conducted to detect nine common adulterants which include urea, neutralizers, detergents,
hydrogen peroxide, sodium chloride, starch, formaldehyde, nitrate nitrogen, sugar etc., in branded and unbranded
milk samples collected from various regions of Bangalore. The primary objectives were as follows:

*To identify the most prevalent adulterants found in branded and unbranded milk samples.

*To create awareness among consumers about the risks associated with milk adulteration and promote informed
choices.

*To contribute valuable data to the regulatory authorities for improving milk quality and safety in Bangalore.

MATERIALS AND METHODS

Procurement of Milk Samples

A sum of 20 milk samples were gathered from different regions of Bangalore (table 1). This collection included 10
branded milk samples, sourced from local retail stores, as well as 10 unbranded samples (250 ml each), sourced from
local milkmen. The unbranded milk samples were collected in sterile, clean and dry bottles. Subsequently, these
bottles or branded milk packets were transported to the laboratory in an ice filled box.All the necessary precautions
and protocols were adhered to during the collection and laboratory processing of the milk samples. The analysis of
these milk samples was conducted within one hour of their arrival.

For Detection of Adulterants and Preservatives

A standardized milk adulteration testing kit was used which was manufactured by NICE CHEMICAL Pvt Ltd.,
Kochi, India. The milk samples were analysed for nine common adulterants including urea, neutralisers detergent,
hydrogen peroxide, sodium chloride, starch, formaldehyde, nitrate nitrogen, sugar. All the tests were conductedin
accordance with the manufacturer’s guidelines and procedures as outlined in the manual. The presence of different
adulterants and preservatives was decided based on the colour changes (table 2). Further, the 10 unbranded milk
samples were analysed for water content using the glass-plate method as per FSSAI standards.

RESULTS AND DISCUSSION

The milk samples were analysed at room temperature and were tested in triplicates. The 20 milk samples (branded
and unbranded) were analysed for the presence of nine different adulterants (Fig 1). Further, 10 unbranded milk
samples were analysed for water content (Fig 2). The results observed are presented in Table 3.

Urea

Urea is naturally found in raw milk and 70mg/100ml is the permissible threshold set by PFA Rules, 1955 and FSSAI
Act, 2006.Urea is introduced to milk for enhancing its colour, improving consistency, and balancing the Solid-Not-
Fat (SNF) content [2]. In our study, three (15%) milk samples were tested positive for urea, of which two were
unbranded, and one was a branded milk sample. As per the survey report by FSSAI (2019), 2 samples out of 6,432
milk samples were tested positive for urea [13]. The studies done by Mane et al [9], Arun Kumar et al [5],Bharham et
al [8], Swetha et al [6] found that urea was present in 3.33%, 60%,10%, 1.09%, of the tested samples respectively.
However, the study done by Rajarajan [7] showed that urea was not present (0%) in the tested samples. An excess of
urea in milk can strain the kidneys, potentially leading to renal failure. Additionally, it can also cause vision
impairment, unwanted facial hair growth, swollen limbs and irregular heartbeats|2].

Neutralizers: This is added to conceal the pH and acidity levels of milk that had not been preserved well, to give an
appearance of freshness [5].They may result in interfering with hormones responsible for development and
reproduction [15]. In our study, none of the milk samples indicated the presence of neutralizers. The study done by
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Sapkal [14] reported that only 1 sample indicated the presence of neutralizers while studies done by Rajarajan [7],
Arun Kumar et al [5], Swetha et al [6] found that neutralizer was present in 32.73%, 28%,8.7% of the tested samples
respectively.

Detergent- Thisis added to create the desired frothy, white appearance of milk by emulsifying and dissolving the oil
in water[2] or can be accidentally introduced if the utensils are not rinsed properly after being washed with
detergent[7]. In our study, nine (45%) milk samples were tested positive for detergent, of which three were
unbranded and six were branded milk samples. As per survey report done by FSSAI (2019), 3 samples out of 6,432
milk samples contained detergents [13]. Similarly, other studies done byRajarajan [7],Mane et al [9],Arun Kumar et al
[5], Bharham et al [8],Swetha et al [6], found that detergent was present in 19.09%, 3.33%, 44%, 32%, 14.13% of the
tested samples respectively. However, the study done by Abbas [10] found that detergent was not present (0%) in the
tested samples. Detergents in milk can lead to gastritis and intestinal inflammation[4].

Hydrogen Peroxide- It is used as a preservative to reduce the perishable nature of milk and inhibit the growth of
microorganisms that spoil it. It can cause increased heart rate, irregular heart rhythms, gastritis and intestinal
inflammation. It's impact onantioxidants in the body can weaken the immune system and accelerate the aging
process[16]. In our study, none of the milk samples indicated the presence of hydrogen peroxide. This is similar to
the results of studies conducted by Sapkal [14], Mane et al [9], Arif et al [11]. However, studies done byRajarajan [7],
Arun Kumar et al [5],Bharham et al [8],Swetha et al [6]found that hydrogen peroxide was present in 2.73%, 36%,
13%,3.3% of the tested samples respectively. As per survey report done by FSSAI (2019), 6 samples out of 6,432 milk
samples were tested positive for hydrogen peroxide [13].

Sodium Chloride

Salt is incorporated to enhance the density of milk in order to hide the excess water content[6]. In our study, nine
(45%) milk samples were tested positive for sodium chloride, of which five were unbranded and four were branded
milk samples. The studies done by Rajarajan [7],Mane et al [9], Arun Kumar et al [5], Swetha et al [6] found that
sodium chloride was present in 30%, 22.5%, 80% , 28.26% of the tested samples respectively. However, the study
done by Arif et al [11] reported that only 1.66% of tested samples contained sodium chloride. It can inflict permanent
harm on individuals who have a prior history of high blood pressure and kidney issues[1,6].

Starch It is incorporated to enhance the consistency of milk after diluting with water and to also prevent curdling of
milk[4].Excess amount of starch can lead to diarrhoea due to undigested starch in colon. It can be harmful for
individuals with diabetes when accumulated in the body[15]. In our study, none of the milk samples indicated the
presence of starch.This is similar to the results of studies conducted byMane et al [9],Sapkal [14], Swetha et al [6].
However, studies done by Bharham et al [8], Arun Kumar et al [5], Rajarajan[7] found that starch was present in 12%,
20% , 1.82 %of the tested samples respectively.

Formaldehyde It is used as a preservative to reduce the perishable nature of milk and even at low concentration can
inhibit the growth of microorganisms that spoil it.Even in small amounts, it is highly toxic to humans. When ingested
with milk, it can lead to acute poisoning, causing irritation, dermatitis, headaches, and allergic asthma
development[16]. In this study, none of the milk samples indicated the presence of this preservative. Similarly,
studies done by Sapkal [14], Mane et al [9] tested the milk samples for formalin and found that none of the samples
had its presence. However, Arif et al [11], Arun Kumar et al [5],Bharham et al [8], Swetha et al [6] reported that
formalin was present in 3.3%, 30%, 11%, 2.20% of the tested samples respectively.

Nitrate Nitrogen Using nitrate-contaminated water for milk dilution can result decreased milk quality. Excessive
nitrate consumption from milk could lead to nitrate poisoning, which lowers the blood's ability to carry oxygen,
espedially in infants and young children. In our study none of the milk samples indicated the presence of nitrate
nitrogen. Previously, studies conducted by Mane et al [9], Rajarajan [7] tested the milk samples for nitrates and found
its presence in 0.83%, 18.18% of the tested samples respectively.
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Sugar- It is typically added to enhance the milk density (Solid-Not-Fat content)in order to hide the presence of excess
water content [7]. In our study, sixteen (80%) milk samples were tested positive for sugar, of which seven were
unbranded and nine were branded milk samples.The studies done byArif et al [11],Rajarajan [7],Arun Kumar et al
[5], Bharham et al [8]found that urea was present in 4.16%, 40.91%, 24%,22% of the tested samples respectively.
However, the studies done by Mane et al [9] andSwetha et al [6]showed that sugar was not present (0%) in the tested
samples. Excessive amount of sugar in milk can be harmful for diabetic patients [1].

Water- It is the most prevalent adulterant in milk, added to increase its quantity [1]. In this study, eight (80%)
samples of the 10 unbranded milk samples were found to contain water. Similar results were obtained by Bari et al
[12] and Bharham et al [8]wherein water was present in 93.33% and 73% of the tested samples respectively. Water
polluted with pesticides and heavy metals not only degrades the quality of milk but also increases health hazards for
consumers [1]. Overall, it was found that the same adulterants namely urea, detergent, sodium chloride and sugar,
were present in both branded and unbranded milk samples. However, the positive percentage varied between both
the types of milk samples (fig 3). Urea (20%) and sodium chloride (50%) were found to be more prevalent in
unbranded milk samples, while detergent (60%) and sugar (90%) were found to be more prevalent in branded milk
samples.

CONCLUSION

Milk being a crucial dietary component, its adulteration is a significant cause for concern. The results of this study
emphasize that a considerable number of milk samples contain adulterants, some of which pose serious health risks
when consumed. These findings canraise consumer awareness about the dangers associated with milk adulteration
and encourage individuals to make informed choices. Additionally, this data is a valuable resource for regulatory
authorities for improving milk quality and safety in Bangalore, ultimately safeguarding public health. A simpler
solution is to include a small, cheap, portable milk testing kit with milk packets, offering consumers the means to
understand the quality of the milk they are consuming. As this was a pilot study, the sample size was limited, and
only nine adulterants were examined. Also, the tests conducted could only determine the presence or absence of
adulterants but were unable to confirm their concentrations. This study can serve as a basis for providing
preliminary findings for future analysis on milk adulteration. The study can also be broadened using a larger milk
sample size from diverse sources to evaluate additional types of adulterants. Advanced Techniques can also be
employed for detection or quantification of adulterants such as NIR or MIR spectroscopy, MALDI-TOF MS,
fluorescence spectroscopy, Raman spectroscopy etc[1].
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Table 1: Type of milk samples and area of collection

S.No. Brand Area of Collection
1. Nandini Pillanna Garden
2. Tirumala K. Narayanapura Cross
3. Akshayakalpa Byrathi Cross
4. Shiva Shakthi Rahmat Nagar
5. Dodla Ganga Nagar
6. Arokya Pillanna Garden
7. Heritage Pillanna Garden
8. Country Delight Kothanur Post Office
9. Valhabha Bharatiya City
10. Amul Hegde Nagar
11. Unbranded JNC Circle
12. Unbranded Rachenahalli
13. Unbranded Jakkur, 18 Cross
14. Unbranded Telecom Layout (Byatarayanapura)
15. Unbranded Darasahalli
16. Unbranded Lakshmi Narayana Circle Road
17. Unbranded Srirampura
18. Unbranded RT Nagar
19. Unbranded HBR Layout
20. Unbranded K.Narayanapura Cross
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Table 2: Reference table for assessment of adulteration

Adullerm}ll.“ Presence Absence
Preservative
Urea Distinct Yellow Colour Slight Yellow Colour
Red colour - for Sodium bicarbonate
Neutralizers Deep rose red colour- for Sodium No colour change
Hydroxide
Detergents Dark Purple (ie 111Freased alkalinity in Pale greyish-purple colour
milk)

Hydrogen Peroxide Distinct Yellow Colour No colour change
Sodium Chloride Yellow Colour Chocolate Brown Precipitate
Starch Blue colour No colour change
Formaldehyde Viol;t coloured .ri.ug at the junction Light brown colomted ring at the junction

etween milk and reagent between milk and reagent
Nitrate Nitrogen Blue colour No colour change
Sugar Red colour No colour change

Table 3: Observation for presence of adulterants in the milk samples

www.tnsroindia.org.in ©I[JONS

ISSN: 0976 — 0997

Adulterant 11234 |5|6|7[8(910|1112|13(14 15|16 |17 | 18| 19| 20
Urea + - -1-1-1-1-1-1- - - - + - - - - + - -
Neutralizer -l - - - - - - - - - - - - - - - - - - -
Detergent e I T A I B I B + - - - + - + - - -
Hydrogen Peroxide N N e e e e e - - - - - - - - - -
Sodium Chloride I R N R - + - + + - + - - +
Starch -l - - - - - - - - - - - - - - - - - - -
Formaldehyde I - - - - - - - - - _
Nitrate Nitrogen S N B B - BT I I - - - - - - - - - -
Sugar + | - + + + - + + | o+ - - + | +
Water + - -
Fig 1: Test observations of sample no 19 for Urea, Fig 2: Test for water (sample no 19)
Neutralizer, Detergent, H:02, NaCl, Starch,
Formaldehyde, Nitrate Nitrogen, Sugar

® Bositive Siin total sampies

. ’ Py " &
oF - td " ey i

Positive 3 in branded sunples

R
L e
§ =

Positive % in usbeandsd samples

Fig 3: Positive % of different adulterants in total samples, branded and unbranded samples.
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ABSTRACT

Chilli (Capsicum annuum L.) is an important spice crop grown in tropical and subtropical areas of India. The
chilli crop suffers from several diseases, in which fruit rot of the chilli plant is one of the most significant
diseases that affect the chilli crop. It is caused by Colletotrichum truncatum(syn. C. capsici).Management of
the fruit rot was found to be difficult, uneconomical and harmful for the environment. Keeping in view of
the residual nature of fungicides on the environment, the idea of biocontrol was undertaken. Biological
control is a great renaissance of interest and research in microbiological balance to control plant pathogens
and leads to the development of a better farming system. One of the best bioagents for biological control is
the genus Trichoderma, which is proven to be efficient against a variety of infections. Trichoderma is a
filamentous fungus that lives in soil and is a member of the Ascomycota division.In this study, an
experiment was conducted to evaluate the native Trichoderma isolates against fruit of chilli. Ten isolates of
Trichodermaspp., were isolated from the rhizosphere soil of chilli field. Among these different isolates, Tr-3
isolate reported maximum percent inhibition of 89.33%, whereas least inhibition was noticed in the isolate
Tr-10 with 64.11% inhibition when compared over control.

Keywords: Chilli, fruitrot, Colletotrichum truncatum, bio-control, Trichoderma
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INTRODUCTION

Chilli is one of the most important and widely cultivated spice crops across India and it alone contributes nearly 25%
of the total chilli production in the world. Chilli is rich in vitamins A, E and C and is also a good source of potassium,
folic acid and low in sodium and cholesterol (Marin et al., 2004). It also contains a wide range of compounds, such as
fatty oils, volatile oils, carotenoids, capsaicinoids, vitamins, fibers, protein, and mineral components. India has
enormous potential for producing and exporting different kinds of chillies to a wide range of international markets.
At various phases of crop development, the chilli crop is susceptible to a number of diseases brought on by
nematodes, bacteria, viruses, fungus, and physiological issues. These are mainly fruit rot, damping off, powdery
mildew, bacterial leaf spot, cercospora leaf spot and dry root rot. Among the major diseases of chilli, fruit rot of chilli
caused by Colletotrichum truncatumis one of the most destructive diseases of chilli in India. Fruit rot mainly
becomes problematic when it attacks mature fruits, causing both pre and post-harvest fruit decay, causing severe
economic losses (Bosland and Votava, 2003) .The disease tends to be seed and soil borne as well as air borne and
affects seed germination and vigor to a greater extent . The pathogen Colletotrichum truncatum is seed transmitted in
chilli in the form of acervuli and micro sclerotia (Perenzny et al., 2003) and can also survive on other solanaceous or
leguminious crops, plant debris and rotten chilli fruits in the field. This disease affects all the aerial parts of the
plant and mainly it produces fruit rot to both green and ripe fruits which is having major economic
importance. However, the prevalence of the disease is more on the ripen fruits when compared to the green
fruits, hence the name ripe fruit rot of chilli (Lokhande et al., 2019). India leads first in producing, consuming, and
exporting of chillies. Tamil Nadu ranks eighth place in India with 1.15 percent of the country's total production of
chillies, while Andhra Pradesh leads the country with 37.35%. In India, 15.78 lakh tonnes of chillies are produced on
8.52 lakh hectares of land. During 2021-2022, Tamil Nadu produced 0.24 lakh tonnes of chilli from 0.54 lakh hectares.
Chilli is grown sparingly in practically all other districts, but primarily in the districts of Virudhunagar,
Thoothukudi, Ramanathapuram, and Tirunelveli. (TNAU Price Forecast, 2023).

Symptomatology

The characteristic symptom of this disease appears as multiple sunken circulars or angular lesions which often
coalesce to form severe fruit rot. These lesions are characterized by the presence of black-colored spots in concentric
rings. These masses are called acervuli containing setae entrapping conidia. The symptom also appears on
stems and leaves which results in defoliation. The infection of the growing tip results in necrosis of branches
which proceeds backward and killing it (Die backstage) and it may kill the whole plant (Gupta et al., 2017).
Presence of a small lesion on the fruits will drastically reduce the marketability of the produce (Ahila Devi and
Prakasam, 2016). However, in India, a yield loss of 10 — 54.91% has been reported due to fruit rot disease (Mishra et
al., 2018). Traditionally, chemical fungicides were used for controlling the disease under field conditions. There are
numerous reports of using chemical fungicides which affects the human health and toxic contamination to the
environment due to their long-lasting residual nature, particularly in developing countries (Voorrips et al., 2004).
Thus, emphasis should be given for using bioagents for the management of the plant disease which is not only cost
effective but also environment friendly. Fungi of the genus Trichoderma are potential biocontrol agents of several
phytopathogens (Hassan et al., 2014). Moreover, all Trichoderma isolates exhibited inhibition to the mycelial growth of
various pathogens. This might result from the synthesis of diffusible substances, like lytic enzymes or metabolites
that are soluble in water (Anees et al., 2010). Free-living fungi called Trichoderma strains are frequently found in soil
and root environments. In the ecosystems of roots, soil, and leaves, they are quite interacting. A range of chemicals
that cause plants to develop systemic or localized resistance responses are produced or released by them. According
to Rekha et al. (2012), Trichoderma spp. have the ability to manufacture antibiotics on agar and their culture filtrates
can also be utilized to restrict the growth of fungal colonies. The aim of the current investigation was to examine the
antagonistic potential of different Trichoderma species for bio control of Colletotrichum truncatum .
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MATERIALS AND METHODS

ISOLATION

The infected plant samples collected are taken to the laboratory and are washed thoroughly in tap water for
removing all the debris present in it. A small portion of the infected tissue along with a healthy portion of the
tissue was exercised by using a sterile scalpel (2x2 mm). Then these bits are surface sterilized in 70% alcohol for
20 seconds followed by 1% sodium hypochlorite for 1 min. Then they are rinsed thrice with sterile distilled
water to get rid of the surface sterilizing agents and dried on a sterile filter paper in the air of the laminar airflow
chamber. After drying, the bits were aseptically transferred to Petri-plates containing potato dextrose agar
medium (PDA) in such a way that each of the plate containing three bits towards the periphery of the plates.

These plates are now incubated in biological oxygen demand (BOD) incubator at28 + 2°C for 3 days. Purification
is done by the single spore isolation method (Dhingra and Sinclair, 2017) and the pure cultures thus obtained are

maintained on PDA slants and stored in the refrigerator at 4°C for carrying out further studies. The same
procedure is adopted forall the isolates of the pathogen collected from different Chilli growing areas of Tamil Nadu.

Cultural and Morphological characterization
Nine mm discs of the 15 days old culture of pathogen were placed at the center of Petri plates containing 20 ml

of PDA aseptically and incubated at 28 + 2°C for 20 days in BOD incubator. The mycelial and morphological
characters like mycelial growth, color, conidial shape, and a number of septa per setae of isolates were
observed.

Isolation of fungal antagonistic culture

Using Trichoderma selective medium (TSM) (Elad and Chet, 1983), ten Trichoderma spp. were isolated from several
chilli growing sites using the soil dilution plate technique (Dhingra and Sinclair, 1995). After using the single hyphal
tip procedure to purify the isolates, the culture was kept for later research at 4°C in test tube slants. The assessment
of hyphal diameter, conidiophore and conidia size, as well as the physical and cultural features of the colonies, were
the only methods used to identify opposing strains (Rifaee, 1969).

Efficacy of antagonistic Trichoderma spp. against Colletotrichum truncatum

In vitro antagonistic potential of Trichoderma spp. was evaluated against the virulent Colletotrichum truncatum
isolate through dual culture technique (Dennis and Webster, 1971). Seven-day old cultures of both pathogenic and
antagonistic fungi were inoculated on PDA plates at periphery. In control plate only pathogenic fungi were
inoculated. Three replications were maintained in each treatment. Plates were incubated at 28 + 2°c. Observations of
colony growth were recorded. Diameter of colony was measured in cm and percent inhibition was calculated by
using following formula suggested by Pandey et al., (2000).

Percent inhibition (I) = C-T/C x 100

Where,

I'= Per cent inhibition in growth of test pathogen

C =Radial growth in control

T = Radial growth in treatment

Preparation of the culture filtrates of Trichoderma spp.

The chosen Trichoderma isolates were cultured in Erlenmeyer flasks with 50 ml of sterile potato dextrose broth for 15
days at room temperature (28 + 2°C). The cultures were then vacuum-filtered using a bacteriological filter, and the
resulting filtrates were utilized in the investigations.
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Effect of antagonistic culture filtrates on the mycelial growth of Colletotrichum truncatum (Poisoned food
technique) (Groover and Moore, 1962)

Using a sterile pipette, the antagonist culture filtrates were individually added to sterile PDA melting media at
concentrations of 5, 10, 15, and 20 percent. The modified media were divided into individual, sterile Petri plates, with
15 ml in each plate, and left to solidify. As a control, PDA media was used without the culture filtrate. Each plate was
inoculated at the centre with a five days old PDA culture disc of Colletotrichum truncatum. Three replications were
maintained for each treatment. The diameter of the mycelial growth (mm) of C. truncatum was measured after 5 days
of incubation. The per cent inhibition of the test fungi was calculated by the formula suggested by Pandey et al.,
(2000).

Percent inhibition (I) = C-T/C x 100

Where,

I'= Per cent inhibition in growth of test pathogen

C =Radial growth in control

T = Radial growth in treatment

Experimental Design and Results

The experiments were conducted following the Completely Randomized Design (CRD) with three replications.
The significant difference, if any, among the means was compared by Duncan’s Multiple Range Test (DMRT).
Whenever necessary, the data are transformed before statistical analysis following appropriate methods.

RESULT AND DISCUSSION

A field survey was conducted in major chilli growing areas of Tamil Nadu to collect the 25 different fruit rot infected
samples. To evaluate the virulence among 25 isolates, pathogenicity test was conducted in pots and Ciorecorded the
highest disease incidence. Based on the morphological and molecular characters, Cio isolate was identified as
Colletotrichum truncatum (OR642780).

Cultural characteristics of different Trichoderma spp. isolates

Ten different Trichoderma isolates were isolated from different locations and the growth patterns of the different
isolates were determined by the colony growth, colony color, conidiophore, conidial color, conidia shape, conidial
breadth and length. The Petri plates were fully occupied with the mycelial growth of the Trichoderma spp. within five
days and colonies were observed on whitish green, dull green, light green, dark green, pale white and pale yellow in
color with compact or floccose in mycelial form (Table 1). Conidial characters were observed and recorded on the
Table 2. Conidiophores are highly branched with regular or irregular manner and some of the species were noticed
on moderately branched conidiophores. Shape of the conidia observed in globose, ellipsoidal and obovoid in nature
with dark or dull green in color. Conidial length and breadth were measured in the range of 2.11-3.72(u) and 1.63-
4.18(u) respectively. Conidiophores of Trichoderma virens were smoothly bent gather and not spread to top. Conidia
broadly rounded to obovoid, both ends broadly rounded or with the base narrower (Shah et al., 2012). 6 Trichoderma
isolates were exhibited hyaline conidiophores arising in clusters from aerial mycelium, branching toward the tip,
each branch terminating in a penicillus of 3-6 closely appressed and divergently branched phialides towards the
apex, with a sterile stipe (Sharma and Singh, 2012). Different Trichoderma isolates colony showed dark green to dark
bluish green sporulation, colony reverse was amber or uncolored. Conidiophore usually long, infrequently branched,
verticillate conidiophores. Phialides are frequently paired, lageniform convergent or divergent. Conidial shape was
globose to ellipsoidal (Chandra sekar et al., 2017).

In vitro efficacy of Trichoderma spp. against Colletotrichum truncatum

Ten Trichoderma isolates were collected from different Chilli growing areas of Tamil Nadu, and are tested against the
pathogenic culture of Colletotrichum truncatum by dual culture technique (Table 3). Among the ten isolates, the isolate
Tr-3 recorded the maximum percent inhibition of 73.55% followed by Tr-4 which recorded 69.00 % inhibition,

73310



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences w www.tnsroindia.org.in ©I[JONS

Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Karthikeyan and Kannan

whereas least inhibition was noticed in the isolate Tr-10 with 43.00% inhibition over control. There are many studies
that have revealed broad antagonistic activity of Trichoderma against Colletotrichum disease in many plants. Kannan C
et al., 2020 reported that T. asperellum recorded the maximum inhibition zone over the test pathogen. Similar research
findings were also given by Yelleti and Sunil, 2022.

Efficacy of Non- Volatile compounds produced by Trichoderma spp. against Colletotrichum truncatum

The Trichoderma spp. was selected to study the antagonistic potential against pathogenic culture of Colletotrichum
truncatum by poison food technique. The results represented in the table 4 showed that all the five isolates were
significantly inhibited the mycelial growth of C. capsici when compared to control Among the five isolates were
tested, the isolate Tr-3 recorded least mycelial growth of 0.96cm at 30% concentration of the culture filtrate with
mycelial inhibition of 89.33%. Based on the morphological and molecular characters, Tr-3 isolate was identified as
Trichoderma asperellum. The culture Sequence was deposited in NCBI GenBank with accession no (OR681494).
Hirpara et al., 2017 stated that the mycoparasitism is one of the main mechanisms used by Trichoderma isolates and
also, they can produce chitinase and -1, 3-glucanase, which are involved in mycoparasitism. Sunpapao, 2020 also
reported that Trichoderma spp. restricts the invasion, penetration and proliferation of fungal phytopathogens by
emitting volatile compounds (antibiosis), competing for nutrient utilization and mycoparasitism.

CONCLUSION

In summary, the significance of chili as a versatile spice crop with various applications has been highlighted. The
presence of Colletotrichum truncatum, causing anthracnose disease, poses a major challenge to chili production,
resulting in extensive crop damage and economic losses. Over-reliance on chemical treatments is not sustainable due
to their negative environmental and health impacts. Therefore, there is a critical need for biological management
strategies to combat this pathogen effectively. The early detection and identification of the pathogen through
conventional and molecular methods play a vital role in minimizing yield losses under field conditions. The present
study reveals the important role of Trichoderma spp has a very effective antagonistic activity against Colletotrichum
truncatum as compeer to fungicide. Therefore, it could be strongly suggested the potential of Trichoderma spp used as
a Bio-control agent for the management of fruit rot of chilli without effecting the environment serving to reduce soil
salinity and increase the fertility.
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Table 1.Morphological and cultural characteristics of different Trichoderma spp

Mycelial
h, ters(5 DAI
Isolates Locality characters( )
Growth rate .
Colony color Mycelial form
(cm)

Tr-1 Sivapuri 9 ng.ht Green to Floccose

bright green
Tr-2 Radhapuram 9 Dark green Floccose
Tr-3 Kovilpatti 9 Yellow to green Arachnoid
Tr-4 Palur 9 Pale yellow green Scattered
Tr-5 Omalur 9 Light Green to Floccose to
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bright green Arachnoid
Tr-6 Kulithalai 9 Pale white to dull Compact colony
green
Whitish green to Floccose to
-7
Tr Melur ? dull green Arachnoid
Tr8 Thandrampet 9 Whitish green to Compact and
dull green cottony
Tr-9 Vengikkal 9 Daljl(. green to Compact and
whitish green cottony
Tr-10 Paramakudi 9 Whitish green to Floccose
dull green
Table 2.Morphological and cultural characteristics of different Trichoderma spp
Conidial characters
Conidial Conidial Conidial
Isol Locali i .
solate§ Locality Conidiophore Conidial shape color length(u) breadth(u)
Tr1|  Sivapuri Few lateral branches at Globose Dark 1511308 | 167326
apex,Irregular green
Tr-2 | Radhapuram Highly branched, Sub globoseto) - Dark |, o) 377 | 253318
Irregular obovoid green
Tr-3 | Kovilpatti Branched regular Ellipsoidal glzlelrlll 2.37-3.62 2.34-3.63
Tr4|  Palur Few lateral branches at Globose Pull ) 11813 | 232316
apex,Irregular green
Tr-5 Omalur Rarely branched, Regular Ellipsoidal Green 2.58-3.33 2.534.18
Tr6 | Kulithalai Moderately branched, Globose Light | ) 86351 | 1633.06
Regular green
. Globose to
Tr-7 Melur Highly branched, Regular . Green 2.68-3.64 2.22-3.52
ellipsoidal
. Narrow Dark
Tr-8 | Thandrampet Highly branched . 241-3.62 2.03-2.74
ellipsoidal green
Tr-9 | Vengikkal Moderately branched, Globose Dark 1) 56330 | 292:3.01
Regular green
Tr-10 | Paramakudi Branched regular Obovoid gll‘zlelrlll 2.38-3.21 2.38-3.32

Table 3.In vitro efficacy of Trichoderma spp. against Colletotrichum truncatum

S. No Isolates ; Mycelia growth (cm) ; Percent inhibition over control
Trichoderma pp. Colletotrichum truncatum
1 Tr-1 57.64 32.36%(34.67) 64.04
2 Tr -2 53.42 36.58(37.21) 59.35
3 Tr -3 65.37 21.63%27.71) 75.96
4 Tr -4 59.67 30.334(33.41) 66.30
5 Tr -5 57.12 32.88(34.98) 63.46
6 Tr -6 62.83 27.17°(31.41) 69.81
7 Tr -7 55.34 34.66°(36.06) 61.48
8 Tr -8 61.12 28.88(32.50) 6791
9 Tr -9 48.64 41.36(40.02) 54.04
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10 Tr -10 51.09 38.911(38.59) 56.76
11 Control 90.00

Values in the column followed by common letters do not differ significantly at 5% level by Duncan’s multiple range

Mean of three replications

test (DMRT)

Table 4. Efficacy of Non-Volatile compounds produced by Trichoderma spp. against Colletotrichum truncatum

Mycelial growth (cm) (5DAI)
Percent Percent .Per.ce.n.t Percent
sl inhibition inhibition inhibitio inhibition
‘| Isolates 5% ° 10% o 15% n 20% °
No| over over over
over
control control control
control
1 Tr-1 45.58d(42.46) 43.35 37.844¢(37.96) 5795 [20.17¢(26.68)| 77.58 [16.53%(2398) 81.63
2 Tr-2 54.408(47.52) 3955 45.628(42.48)| 49.31 [27.63"(31.71) 69.30 |20.138(26.65) 77.63
3 Tr-3 35.322(36.46) 60.75 24.53229.68)| 72.74 [12.46°(20.67) 86.15 |7.253(15.62) 91.94
4 Tr-4 42.03¢4(40.41) 53.30 34.894(36.20)| 61.23 [18.404(25.40) 79.55 |14.93¢9(22.73) 83.41
5 Tr-5 48.86°(44.34) 4571 40.91¢(39.76)| 54.54 |22.98((28.64) 74.46 |(17.91<(25.03)| 80.10
6 Tr-6 37.785(37.92) 58.02 27.78°@31.80)| 69.13 [14.01°(21.98) 84.43 |9.48%(17.93) 89.46
7 Tr-7 52.05/(46.17) 4216 43.2941.14)| 5190 [25.095(30.05) 72.12 |18.901(25.76) 79.00
8 Tr-8 39.93b¢(39.19) 55.63 31.58<(34.19)| 6491 [16.67¢(24.09)| 8147 |12.07<20.32) 86.58
9 Tr-9 58.89M(50.12) 35.56 51.89i(46.08)| 42.34 |32.33i(34.65)| 64.07 |23.541(29.02) 74.17
10 Tr-10  56.6781(48.83) 37.03 48.89n(44.36)| 45.67 |30.23i(33.35)| 66.41 |21.52n(27.63)| 76.08
11| Control 9.00

Values in the column followed by common letters do not differ significantly at 5% level by Duncan’s

Mean of three replications

multiple range test (DMRT)
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ABSTRACT

Obesity(Athithoolam) is one of the most common non-communicable diseases in the world, leading to various
systemic illnesses. This study aims to compare clinical trials of Yogam therapy with and without intervention in the
management of Athithoolam(Obesity). Objectives are to bring about a reduction of body weight, reduction of waist-to-
hip line, Mid arm circumference(both sides) and improvement in their quality of life. 40 samples of obese patients,
aged 20 to 50 years, who were willing to participate in the study, were included. Those suffering from any
comorbidity and mental disorders were excluded. Their Body Mass Index, Waist-Hip ratios, and Mid arm
circumference (both sides) were measured. The trial drug Aswathi Chooranam was given for 3 months and = Siddhar
Yogam practice (Standard Operating Procedure) was taught and advised to practice daily for 45 minutes. They were
instructed to practice daily (morning and evening) Reassessment was done once in seven days. Siddhar Yogam
Therapy for 3 months resulted in a significant reduction in all body weight measures such as a decrease in Body Mass
Index (0.001), Waist hip ratio(0.001), Mid-arm-circumference(0.001),(P values < 0.001) with mild variations and
differences less appreciable. So,it accepts the null hypothesis. Hence this study reveals patients treated with the trial
drugs SiddharYogam therapy along with rejuvenating internal medicine may provide promising outcomes as a way to
assist in maintaining body weight and in the management of obesity.

Keywords: Obesity, SiddharYogam therapy, Weight BMI(Body mass index), Waist-hip ratioMid arm circumference,
Quality of life.
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INTRODUCTION

Siddha system of medicine is one of the traditional Indian system of medicine and is said to be ancient as the Tamil
language itself. Siddha system of medicine has a distinctive approach to the management and treatment care of
specific ailments and also to build up the immune system of the person being treated against all diseases. In the
Siddha system of medicine, diseases are classified into 4448 types [1]. In the text,T.V.Sambasivam pillai’s Siddha medical
dictionary,the term Athithoolam means excessive accumulation of fat in the system-obesity [2]. Many diseases are
emerging as a result of lifestyle modifications due to stress, sedentary lifestyle and food habits [3]. One among them
is Athithoolam which may be correlated with Obesity. Obesity has reached epidemic proportions in India in the 21st
century, with morbid obesity affecting 5% of the country's population [4]. Obesity is a major risk factor for
cardiovascular disease and NGOs such as the Indian Heart Association have been raising awareness about this issue
[5]. Urbanization and modernization have been associated with obesity [6]. Athithoolamis an abnormal accumulation
of body fat, usually 20% or more over an individual’s body weight. It is associated with an increased risk of illness
and disability. The symptoms of Athithoolam are weight gain, increased abdominal girth, excessive hunger, feeling of
tiredness and excessive [9].

BMI (Body mass index) is considered a measure of obesity, it was observed that for Asian Indians BMI cut-off points
are to be considered much lesser than the WHO standards for categorizing obesity. Nowadays according to WHO, a
BMI of 25kg/m? or above is considered obese. Furthermore, obesity is due to physical inactivity, improper diet and a
sedentary lifestyle [10. 11] Siddhar Yogam is a mind and body practice with historical origins in ancient Indian
philosophy. Like other meditative movements practices used for health purposes, various styles of yoga typically
combine physical postures, breathing techniques and meditation or relaxation. Siddhar Yogam is a form of mind-body
fitness that involves a combination of muscular activity and an internally directed mindful focus on awareness of the
self, the breath, and energy.

Most of the research suggests that practicing SiddharYogam might improve quality of life, reduce stress, lowers heart
rate and blood pressure, helps to relieve anxiety and depression and improve overall physical fitness, strength and
flexibility. Nowadays, Obesity is very common in society due to a lack of physical activity and lifestyle changes. The
number of Athithoolam patients attending the APH of the National Institute of Siddha Hospital is increasing day by
day. So, the need of the hour is to search for an effective drug and Yogam therapy to treat obesity with less or no
adverse effects. Hence an attempt had been made to validate the trial drug and SiddharYogam therapy —specific yoga
postures for the management of Athithoolam. Therefore,I have chosen this polyherbal formulation “ASUWATHI
CHOORANAM” [12]. All ingredients of the trial drug have anti-Obesity, anti-hyperlipidemic and antioxidant activity.

MATERIALS AND METHODS

Athithoolam patients satisfying the inclusion and exclusion criteria are admitted to the trial. Informed consent was
obtained from the patients. Investigations have been carried out before and at the end of the trial. 100 samples
underwent screening through screening proforma. Among 100 samples, 40 patients were selected for trial from OPD
of Ayothidoss Pandithar Hospital, under prescribed proforma. Among 40 patients, 20 patients were treated with the
trial drug Asuvathichooranam & Siddharyogam therapy- specific yoga postures and the remaining 20 patients were
treated with Siddharyogam therapy - specific yoga postures only for 3 months.OPD Patients visit the hospital once in 7
days. At each visit clinical assessment was done and prognosis noted.

The Laboratory investigations were done on the 1st day and the 91+ day of the trial. At the end of the treatment, the

patients were advised to visit the OPD for further 3 months for follow-up. Patients were advised to practice asanas
on empty stomach for 45-60 minutes every morning after evacuation of urine and motion. Patients were taught yogic
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postures in 1% day of the trial and the trial drug has been advised to take daily for 90 days in morning and evening .
Patients were motivated to practice asanas regularly for their well-being even after the study.

YOGAM THERAPY [14,15,16,21]

ASANAM

(i). LOOSENING ASANAM:
Surya vanakkam

(ii ). STANDING POSTURE:
Arthachakkrasanam
Arthakattichakkarasanam
Trikonasanam 10 minutes
Padahastasanam

Relaxation: Shanthisanam

(iii). SITTING POSTURE:
Vakkrasanam
Arthamatyendrasanam
Relaxation :Tandasanam

(iv). LYING POSTURE:
Ysthikasanam
Jadaraparivarthini
Bavanamuktasanam
Pujangasanam

Vilasanam

Relaxation :Shanthiasanam

PRANAYAMAM
Thirumoolarvasipayirchi.

PRATHIYAGARAM
Thirumoolar way of Prathiyagaram.

DHARANAI
Thirumoolar way of Dharanai.

DYANAM
Thirumoolar way of Dhyanam.

RESULTS

Statistical Analysis

All collected data were entered into MS excel software using different columns variables and rows as patients. SPSS
software was used to perform statistical analysis. Basic descriptive statistics include frequency distributions and cross
—tabulations were performed. The quantity variables were expressed as Mean *standard Deviation and qualitative
data as percentage .A probability value of <0.05 was considered to indicate statistical significance. Paired “t” test was
performed for determining the significance between before and after treatment.
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Inference

Group -A (Trial Medicine with Siddhar Yogam Therapy):

The mean BMI before treatment is 32.8600, after treatment is reduced to 30.8200, Waist Hip —ratio before treatment
15.9355, after treatment is reduced t0.8805, and Mid arm circumference before treatment is 34.0000, after treatment it is
reduced to 31.6000. On comparing statistically before and after treatment reveals BMI (Body mass index), WHR
(Waist hip ratio), MAC (Mid arm circumference) with mild variations and differences less appreciable. So, it accept
null hypothesis. Hence there is a very slight statistical significant.

Group -B (Siddhar Yogam Therapy Only)

The Mean BMI (Body mass index) before treatment is 32.0250, after treatment is reduced t030.7900, Waist -hip ratio
before treatment is.9280, after treatment is reduced t0.8875s, mid —arm circumference before treatment is 33.3500,
after treatment is reduced to 31.9000. On comparing statistically before and after treatment reveals BMI (Body mass
index), WHR (Waist —hip ratio), MAC (Mid-arm circumference) with mild variations and differences less appreciable.
So, it accept null hypothesis. Hence there is a very slight statistical significant. Hence this study reveals patients
treated with trial drug and SiddharYogam therapy- specific yoga postures and Siddhar yogam therapy alone showed
mild effective in reducing bodyweight and other associated symptoms, Statistical analysis showed very slight
significance.

DISCUSSION

The retrospective review of the diseases Athithoolam mentioned in Siddha parameters begins with the correlation of
signs and symptoms of obesity. The drug which possess anti ~hyperlipidemic property which is mentioned in Siddha
Literature agasthiyar vaithiya kaviyam-1500 40 patients of both genders were recruited for this study. The treatment
was aimed to normalise the deranged humours and gradual reduction of body weight. Before treatment the patients
were advised to take Meganathakuligai(130 mgs) — 2 with warm water in empty stomach at early morning for
purgation. The patients were advised to take rest diet with intake of gruel and regular monitoring of blood
pressure,pulse rate, heart rate had found to be normal. The patients were treated with trial drug Asuwathi chooranam
twice a day in a dosage of 1.5 gm with honey, and yogam therapy-specific yoga postures for 90 days. Patients were
instructed to take medicines and do yoga regularly, advised to follow the standard dietary regimen. Out patients
were asked to visit the hospital once in 7 days. For out- patients trial drug along with SiddharYogam therapy-specific
yogic postures, and SiddharYogam therapy-specific yoga postures alone were given for 90 days and the clinical
assessment was done under the supervision of faculty on 1st day,8th day,15% day, 22nd day,29% day,36" day, 43¢
day,50th day,57t day,64t day, 71%¢ day, 78™ day ,85th day and 91st day. Regarding gender distribution, the present
study showed that a maximum of 82.5 % of patients were female and only 17.5% were male. According to various
studies’s, Overweight was more prevalent in the females 20-29 years of age as compared to men, but the 30-49 years
females had a higher prevalence of overweight.

Regarding age, 37% of affected patients come under the age group between 3140 years, 33% of them are between 21-
30 years, and the remaining 30% of the patients come under the age group of 41-50 years. According to various
studies?”,Overweight was more prevalent in females 20-29 years of age as compared to men, but the 30-49 years male
had a higher prevalence of overweight. Male and female >50 years had almost an equal prevalence of overweight.
Dietary habits of the reported patients reveals that 90% of patients were nonvegetarians and remaining 10% of
patients were vegetarians. According to various studies?® an inverse association between a prudent/healthy dietary
pattern and overweight/obesity risk and a positive association between a western/unhealthy dietary pattern and
overweight/obesity. Occupation status has a great impact on obesity. Among 40 patients, 48.5% were housewife, 30%
were tailor, store work and coolie, 15% were students, and 7.5% were security. Laboratory investigations of blood and
urine were done for all 40 cases, there were no significant changes in blood and urine parameters before and after
treatment. Clinically, no adverse effects were reported during the trial
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CONCLUSION

This study reveals that patients treated with the trial drug and SiddharYogam therapy- (specific yoga postures )
showed mild therapeutic effectiveness in reducing bodyweight and other associated symptoms. Statistical analysis
done for BMI (Body mass index), WHR (Waist hip ratio), MAC (Mid arm circumference) and score shows that the
trial drug with SiddharYogam therapy-specific yoga postures is effective and significant (p<0.001).

The mechanism underlying Yogam's effectiveness in the reduction of weight remains unclear. SiddharYogam therapy
may prove its effectiveness through high energy expenditure, heightening mindfulness, improving mood, and
reducing stress which may help to reduce food intake. Hence, I conclude large sample size in the future including
SiddharYogam therapy along with rejuvenating internal medicine may provide promising outcomes as a way to assist
in maintaining body weight and in the management of obesity
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BMI-AT 30.8200+1.25009
WHR -BT 0.9355+.03561

2. t=15.013, p<0.001
WHR -AT 0.8805+.03649
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MAC-AT 31.6000+2.50053
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1. =15.270, p<0.001
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WHR -BT 0.9280+.03968
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WHR -AT 0.8875+.03851
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MAC-AT 31.9000+1.48324
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ABSTRACT

This comprehensive review explores simultaneous spectrophotometric analysis in the context of
multicomponent pharmaceutical mixtures, focusing on validation and method comparison. Its purpose is
to assess the reliability of these methods in pharmaceutical analysis and compare their performance to
other techniques. The review examines principles, techniques, and instrumentation used in
pharmaceutical mixture analysis. It emphasizes validation parameters essential for accuracy and
precision, following guidelines like those from the International Council for Harmonisation (ICH). The
review also evaluates studies comparing simultaneous spectrophotometric methods with alternative
approaches, highlighting their strengths and limitations. It include an understanding of the method's
principles, its advantages, and challenges. It underscores the importance of validation parameters
(accuracy, precision, linearity, specificity, robustness) for method reliability. Comparative studies reveal
scenarios where simultaneous spectrophotometric analysis excels and where complementary techniques
like chromatography or titration may enhance results. This review illuminates the role of simultaneous
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spectrophotometric analysis in pharmaceuticals, offering accurate solutions for complex mixtures. It
emphasizes the significance of validation and method comparison in ensuring analytical reliability. This
comprehensive review article explores the critical realm of simultaneous spectrophotometric analysis in
the context of multicomponent pharmaceutical mixtures, with a primary focus on validation and method
comparison. The review's purpose is to assess the reliability and effectiveness of simultaneous
spectrophotometric methods in pharmaceutical analysis and to evaluate their performance relative to
other analytical techniques.

Keywords: Simultaneous spectrophotometric analysis, Pharmaceutical mixtures, Validation, Method
comparison, Analytical reliability and Multicomponent analysis

INTRODUCTION

Pharmaceutical research and development constitute a complex and multifaceted endeavor with the ultimate goal of
delivering safe, effective, and high-quality therapeutic agents to patients(1). At the heart of this process lies the need
for precise and reliable analytical techniques that can unravel the intricate compositions of pharmaceutical
formulations(2). One such technique that has gained prominence in recent years is simultaneous spectrophotometric
analysis(3). This analytical approach plays a pivotal role in pharmaceutical research, offering insights into the
composition, stability, and quality of multicomponent pharmaceutical mixtures(4).

Complexity in Pharmaceutical Formulations

Pharmaceutical formulations have evolved significantly over time, mirroring advances in drug discovery, patient
needs, and therapeutic goals(5). Traditionally, pharmaceuticals often consisted of single-component drug
products(6). However, the modern pharmaceutical landscape is characterized by the prevalence of multicomponent
formulations, which encompass a diverse array of products, including combination therapies, fixed-dose
combinations, extended-release formulations, and complex drug delivery systems(7).

The complexities inherent in these modern pharmaceutical formulations arise from several factors

Combination Therapies: In the quest for improved therapeutic outcomes, combination therapies have gained
popularity(8). These therapies involve the concurrent administration of multiple drugs, often targeting different
aspects of a medical condition(9). Analyzing these formulations demands the quantification of multiple active
pharmaceutical ingredients (APIs) simultaneously(10).Polypills and Fixed-Dose Combinations: Polypills and fixed-
dose combinations are designed to simplify drug regimens, enhance patient compliance, and optimize therapeutic
effects(11). They contain multiple APIs in a single dosage form, necessitating comprehensive analytical
techniques(12).Excipients and Additives: Pharmaceutical formulations frequently incorporate a range of excipients,
including binders, fillers, disintegrants, and stabilizers, which are essential for product formulation and
performance(13). However, these excipients can complicate the analysis by potentially interfering with the
quantification of APIs.Stability and Degradation: Understanding the stability of pharmaceuticals is of paramount
importance(14). Factors such as temperature, humidity, and light exposure can impact the stability of drugs and
excipients within a formulation(15). Therefore, analyzing the degradation kinetics of multiple components is
essential to ascertain product quality and shelf-life(16).

The Significance of Pharmaceutical Analysis

In the realm of pharmaceutical research and development, analytical chemistry plays a central role(17).
Pharmaceutical analysis is the linchpin that connects drug discovery, formulation development, manufacturing, and
quality control(18). The importance of analytical techniques in pharmaceutical research is multifaceted:
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Drug Discovery

During the early stages of drug discovery, analytical methods are employed to identify potential drug candidates,
assess their purity, and elucidate their chemical properties(19). Reliable analytical techniques are essential for
selecting promising compounds with the desired pharmacological properties(20).

Formulation Development

Formulation scientists rely on analytical methods to design drug formulations that exhibit specific release profiles,
stability characteristics, and bioavailability (21). Analytical data guides the selection of excipients and helps optimize
the final product(22).

Quality Control

In pharmaceutical manufacturing, rigorous quality control measures are imperative to ensure that products meet
predefined specifications and comply with regulatory standards(23). Analytical methods are deployed to assess
batch-to-batch consistency and product uniformity(24).

Stability Studies
Pharmaceuticals are subject to various environmental factors that can affect their stability over time(25). Analytical

techniques are used to monitor the stability of drugs and drug products during storage, aiding in the determination
of shelf-life(26).

Regulatory Compliance

Regulatory agencies, such as the U.S. Food and Drug Administration (FDA) in the United States and the European
Medicines Agency (EMA) in Europe, require extensive analytical data as part of the drug approval process(27).
Regulatory submissions must include comprehensive analytical data to demonstrate the safety, efficacy, and quality
of pharmaceutical products(28).

Patient Safety

The precision of analytical methods is crucial in ensuring patient safety. Impurities, contaminants, and incorrect
dosages in pharmaceutical products can lead to adverse events(29). Precise analytical methods are necessary to
detect and quantify such issues(30). Given the pivotal role of pharmaceutical analysis, it is imperative to develop and
validate analytical methods capable of deciphering the intricate compositions of multicomponent pharmaceutical
mixtures(31).

Spectrophotometry in Pharmaceutical Analysis

Spectrophotometry, a fundamental analytical technique, has been integral to pharmaceutical analysis for
decades(32). It relies on the interaction of light with matter to provide insights into the chemical composition and
concentration of substances(33). Spectrophotometric techniques encompass various methodologies, including
ultraviolet-visible (UV-Vis) spectroscopy, infrared (IR) spectroscopy, and nuclear magnetic resonance (NMR)
spectroscopy, each offering unique perspectives on pharmaceutical analysis(34).Spectrophotometry offers several
attributes that render it indispensable in pharmaceutical research

Versatility

Spectrophotometric techniques cover a broad spectrum of applications, allowing researchers to choose the most
suitable method for their specific analytical needs(35).

Non-destructive Nature: Many spectrophotometric analyses are non-destructive, allowing samples to be reanalysed
or used for further testing(36). This characteristic is particularly valuable when working with limited quantities of
valuable(37)
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Literature search

Conducting a comprehensive literature search on simultaneous spectrophotometric analysis, validation, and method
comparison in pharmaceutical mixtures involves exploring a range of academic databases, journals, and reputable
sources(45). Below is a summary of the key findings from recent research articles, reviews, and relevant guidelines in
this domain(46). The methodology for the literature search and article selection process in the review on
"Simultaneous Spectrophotometric Analysis of Multicomponent Pharmaceutical Mixtures: Validation and Method
Comparison" involved a systematic approach to identify relevant research articles, reviews, and guidelines. Here's a
detailed description of the methodology used

METHODOLOGY

Simultaneous spectrophotometric analysis Multicomponent pharmaceutical mixtures Validation Method comparison
Pharmaceutical analysis Spectrophotometry Pharmaceutical formulations Quality control Analytical methods

These terms were combined using Boolean operators (AND, OR) to construct comprehensive search queries(47).
Databases Several academic databases and search engines were utilized to access a wide range of academic and
scientific publications. The primary databases included

PubMed
This database was used for accessing biomedical and pharmaceutical research articles, reviews, and guidelines.

Web of Science
Web of Science offers a broad spectrum of research literature, including multidisciplinary and pharmaceutical
journals.

Scopus
Scopus provides access to a vast collection of scientific articles and conference papers, making it an essential resource
for comprehensive literature searches.

Google Scholar
Google Scholar was used to identify additional sources, including gray literature and conference proceedings.

ScienceDirect
ScienceDirect contains a wealth of peer-reviewed research articles and journals relevant to pharmaceutical analysis.

Inclusion Criteria

To select relevant articles for the review, the following inclusion criteria were applied(48):

Articles published in reputable peer-reviewed journals. Articles written in English. Articles published from 2010 to
2023, ensuring that the review includes recent research and developments. Articles focusing on simultaneous
spectrophotometric analysis in the context of multicomponent pharmaceutical mixtures. Articles discussing the
validation aspects of simultaneous spectrophotometric methods. Articles that explore the comparison of
simultaneous spectrophotometry with alternative analytical techniques in pharmaceutical mixtures(49). Guidelines
from regulatory bodies such as the ICH and national pharmacopeias relevant to validation and pharmaceutical
analysis.

Exclusion Criteria

Articles that did not meet the inclusion criteria were excluded from the review. Exclusion criteria included:
Articles published in languages other than English. Articles outside the specified publication date range.
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Articles unrelated to simultaneous spectrophotometric analysis, validation, or method comparison in pharmaceutical
mixtures(50). Articles that lacked relevance to pharmaceutical analysis. that were not available in full text or were
inaccessible.

Article Selection Process

The article selection process involved several steps:

Initial Search

A preliminary search was conducted using the identified search terms and databases. This generated a large pool of
potential articles and resources.

Screening of Titles and Abstracts

Titles and abstracts of the retrieved articles were screened to assess their relevance to the review's objectives and
inclusion criteria.

Full-Text Assessment

Full texts of articles that passed the initial screening were assessed thoroughly to determine their suitability for
inclusion in the review.

Critical Evaluation

The selected articles underwent critical evaluation to ensure their quality and relevance to the review's focus on
simultaneous spectrophotometric analysis, validation, and method comparison in pharmaceutical mixtures.

Data Extraction

Relevant information, key findings, and important references were extracted from the selected articles and used to
construct the review.

Incorporation of Guidelines

Relevant guidelines and regulatory documents were included to provide a comprehensive overview of validation
standards in pharmaceutical analysis(51). The article selection process aimed to ensure that only high-quality, recent,
and pertinent literature was included in the review. The systematic approach helped identify and select articles that
contributed meaningfully to the understanding of simultaneous spectrophotometric analysis in the context of
pharmaceutical mixtures, its validation, and its comparison with alternative analytical techniques.

Simultaneous Spectrophotometric Analysis in Pharmaceutical Mixtures

Simultaneous spectrophotometric analysis is a powerful analytical technique employed in pharmaceutical research
to determine the concentration of multiple components in a mixture simultaneously. This method relies on the
principles of spectrophotometry, which involve measuring the absorbance or transmittance of light by a sample at
various wavelengths. In the context of pharmaceutical mixtures, simultaneous spectrophotometry offers several
advantages but also presents certain challenges that researchers must address.

Principles of Simultaneous Spectrophotometric Analysis

Beer-Lambert Law: The fundamental principle underlying spectrophotometry is the Beer-Lambert Law, which
establishes a linear relationship between the concentration of an analyte and the absorbance of light at a specific
wavelength. This law is expressed as A = ecl, where A is the absorbance, ¢ is the molar absorptivity (extinction
coefficient), ¢ is the analyte concentration, and 1 is the path length of the sample.Multi-Wavelength Analysis:
Simultaneous spectrophotometry extends the Beer-Lambert Law to multiple wavelengths, allowing the
quantification of multiple analytes in a single sample. By measuring absorbance at various wavelengths, the
concentrations of different components can be determined simultaneousl(40)y.

Techniques and Instrumentation

UV-Visible Spectrophotometry: UV-Visible spectrophotometry is the most common technique used in simultaneous
analysis. It covers the ultraviolet and visible regions of the electromagnetic spectrum. UV-Visible spectrophotometers
are equipped with a light source, a monochromator to select specific wavelengths, a sample compartment, and a
detector(52). The absorbance of light by the sample is measured at selected wavelengths.Diode Array
Spectrophotometry (DAD): DAD spectrophotometers are equipped with an array of photodiodes, allowing them to
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simultaneously scan a wide range of wavelengths. This technology enables rapid multi-wavelength analysis and is
particularly suitable for complex mixtures.

— Light / Wave Light Light |
Light source |_ length ) sample | ee———)p Detector

sector

Electric current

Computer for signal
processing and output

Advantages of Simultaneous Spectrophotometric Analysis

Time Efficiency: Simultaneous spectrophotometry significantly reduces analysis time by measuring multiple
components in a single run. This is particularly advantageous in high-throughput environments, such as
pharmaceutical quality control laboratories.Sample Conservation: Analyzing a single sample for multiple
components minimizes sample consumption and reduces the need for sample preparation, preserving valuable or
limited quantities of substances.Cost-Effective: Simultaneous analysis offers cost savings in terms of reduced reagent
and solvent usage, decreased analysis time, and lower operational costs compared to sequential analysis
methods.Real-Time Monitoring: Simultaneous spectrophotometry provides real-time data on the composition of
mixtures, facilitating immediate decision-making in pharmaceutical manufacturing or research processes.Reduced
Operator Error: By reducing the number of handling steps and simplifying the analysis process, simultaneous
spectrophotometry minimizes the potential for operator errors and contamination(52).

Challenges of Simultaneous Spectrophotometric Analysis

Overlapping Spectra: In complex mixtures, the spectra of different components may overlap, making it challenging
to deconvolute and quantify individual analytes accurately. Advanced data analysis techniques, such as
chemometric methods, are often necessary to address this issue.

Interference
Excipients and other components in pharmaceutical formulations can interfere with the analysis, leading to
inaccurate results(53). Methods to mitigate interference, such as sample pretreatment or selective derivatization, may
be required.

Sensitivity

Simultaneous spectrophotometry may have limitations in terms of sensitivity, especially when low concentrations of
analytes need to be quantified. In such cases, more sensitive techniques like high-performance liquid
chromatography (HPLC) may be preferred.

Instrumentation

The choice of spectrophotometric instrumentation can impact the method's sensitivity and accuracy. Advances in
instrument design and technology are continually improving the performance of simultaneous spectrophotometric
methods.

Validation

Ensuring the reliability of simultaneous spectrophotometric methods through rigorous validation is essential(54).
Validation parameters, such as accuracy, precision, linearity, specificity, and robustness, must be systematically
evaluated. Simultaneous spectrophotometric analysis is a valuable tool in pharmaceutical research for quantifying
multiple components in complex mixtures. Its time efficiency, sample conservation, and cost-effectiveness make it an
attractive option for pharmaceutical laboratories. However, researchers must be aware of the challenges associated
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with overlapping spectra, interference, and sensitivity and implement robust validation protocols to ensure the
accuracy and reliability of simultaneous spectrophotometric methods. When applied judiciously, this technique
contributes to the advancement of pharmaceutical analysis, formulation development, and quality control.

Validation Parameters for Simultaneous Spectrophotometric Methods

Validation is a critical process in pharmaceutical analysis to ensure the reliability and accuracy of analytical methods,
including simultaneous spectrophotometric methods(55). Several key validation parameters are essential for
assessing the performance of these methods

Accuracy

Accuracy measures how close the measured values are to the true or reference values. In simultaneous
spectrophotometric analysis, accuracy is determined by comparing the calculated concentrations of analytes with
known reference values or by analyzing spiked samples.

Precision

Precision evaluates the repeatability and reproducibility of measurements. It includes two components: repeatability
(intra-day precision) and intermediate precision (inter-day precision). Precision is typically assessed by analyzing
multiple replicate samples.

Linearity

Linearity assesses the method's ability to provide results that are directly proportional to the analyte's concentration
over a specified range. A linear calibration curve should be established by analyzing standard solutions of known
concentrations.

Specificity

Specificity measures the method's ability to accurately measure the analyte of interest in the presence of potential
interferences, such as excipients or other components in the pharmaceutical formulation. It ensures that the method
is selective for the target analyte.

Robustness

Robustness evaluates the method's capacity to remain unaffected by small variations in experimental conditions,
such as changes in pH, temperature, or mobile phase composition. Robustness studies help identify the method's
tolerance to minor variations.

Common Validation Guidelines for Pharmaceutical Analysis

Several regulatory authorities and organizations provide guidelines for the validation of analytical methods in the
pharmaceutical industry(56). These guidelines offer a structured framework to ensure that analytical methods meet
rigorous standards for reliability and accuracy. Some of the most widely recognized validation guidelines include

ICH (International Council for Harmonisation) Guidelines

ICH Q2(R1): Validation of Analytical Procedures: This guideline outlines the principles and methodology for the
validation of analytical methods. It covers parameters such as accuracy, precision, linearity, specificity, and
robustness. ICH Q2(R1) is a globally accepted standard for method validation in pharmaceutical analysis.

USP (United States Pharmacopeia)

USP General Chapter <1225>: Validation of Compendial Procedures: This chapter provides guidance on the
validation of analytical procedures, including spectrophotometric methods. It aligns with ICH principles and is
essential for ensuring the quality and reliability of pharmaceutical analyses.

EP (European Pharmacopoeia)

EP Chapter 2.2.46: Validation of Analytical Procedures: This chapter in the European Pharmacopoeia offers
guidelines for method validation, emphasizing parameters such as specificity, accuracy, and precision. It is widely
referenced in Europe.

73327



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©I[JONS

Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Karthick et al.,,

FDA (U.S. Food and Drug Administration)

The FDA provides guidance documents on various aspects of pharmaceutical analysis, including method
validation(57). These documents offer insights into regulatory expectations for method validation in the context of
drug development and approval.

Pharmacopoeias

National pharmacopoeias, such as the British Pharmacopoeia (BP) and Japanese Pharmacopoeia (JP), often include
specific chapters or monographs related to analytical method validation. These pharmacopoeias are essential
references for pharmaceutical analysis in their respective regions. Pharmaceutical companies are required to adhere
to these guidelines when developing and validating analytical methods for drug products. The validation
parameters outlined in these guidelines, including accuracy, precision, linearity, specificity, and robustness, serve as
the foundation for ensuring the quality and reliability of simultaneous spectrophotometric methods and other
analytical techniques used in pharmaceutical analysis. Compliance with these guidelines is crucial for regulatory
approval and ensuring patient safety.

Comparison of Simultaneous Spectrophotometric Methods with Alternative Analytical Techniques

Several studies have compared simultaneous spectrophotometric methods with alternative analytical techniques,
such as High-Performance Liquid Chromatography (HPLC), titration, and chromatography, in pharmaceutical
analysis. These comparative studies offer insights into the strengths and limitations of simultaneous
spectrophotometric analysis relative to alternative methods.

Strengths of Simultaneous Spectrophotometric Analysis

Cost-Effectiveness: Simultaneous spectrophotometric analysis is often more cost-effective than techniques like HPLC.
It requires less expensive equipment, minimal sample preparation, and reduced consumption of solvents and
reagents, making it an attractive option for routine pharmaceutical analysis.

High Throughput
Simultaneous spectrophotometric methods excel in high-throughput scenarios. They can analyze multiple
components in a single run, significantly reducing analysis time compared to sequential techniques like HPLC.

Non-Destructive
Simultaneous spectrophotometric analysis is generally non-destructive, allowing samples to be reanalyzed or used
for further testing(58). In contrast, HPLC consumes the entire sample during analysis.

Real-Time Monitoring

Simultaneous spectrophotometric methods provide real-time data on multiple components in a mixture, enabling
immediate decision-making in pharmaceutical manufacturing or quality control.

Ease of Use: These methods are relatively easy to implement, making them accessible to a broader range of analysts.
The instrumentation is user-friendly, and the analysis process is straightforward.

Limitations of Simultaneous Spectrophotometric Analysis

Overlapping Spectra: In complex mixtures, the spectra of different components may overlap, making it challenging
to deconvolute and quantify individual analytes accurately. This limitation requires advanced data analysis
techniques, such as chemometric methods, to address.

Interference

Excipients and other components in pharmaceutical formulations can interfere with simultaneous
spectrophotometric analysis, leading to inaccurate results. Methods to mitigate interference, such as sample
pretreatment or selective derivatization, may be necessary.
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Sensitivity

Simultaneous spectrophotometric methods may have limitations in terms of sensitivity, especially when low
concentrations of analytes need to be quantified. HPLC or other specialized techniques may be preferred for trace-
level analysis.

Specificity

While simultaneous spectrophotometric methods offer specificity for the analytes of interest, they may lack the
selectivity of HPLC(59). Chromatographic techniques can provide higher selectivity by separating analytes based on
their chemical properties.

Sample Complexity

The suitability of simultaneous spectrophotometric analysis depends on the complexity of the sample matrix. For
highly complex matrices, HPLC may offer better separation and accuracy.

Comparative Studies

Comparing Simultaneous Spectrophotometry and HPLC: A study comparing simultaneous spectrophotometry with
HPLC for the analysis of a multicomponent pharmaceutical formulation found that both methods provided
comparable results in terms of accuracy and precision. Simultaneous spectrophotometry offered advantages in terms
of cost and speed, making it suitable for routine quality control, but HPLC was preferred for trace impurity analysis.

Titration vs. Simultaneous Spectrophotometry

In a comparative study, titration and simultaneous spectrophotometric methods were evaluated for the
determination of an active ingredient in a tablet formulation. Simultaneous spectrophotometry exhibited faster
analysis times and lower consumable costs compared to titration, making it a practical choice for routine
analysis(60).

Chromatography vs. Simultaneous Spectrophotometry

A study comparing chromatography and simultaneous spectrophotometry for the analysis of complex herbal
formulations found that while chromatography offered superior selectivity and sensitivity, simultaneous
spectrophotometry was a valuable preliminary screening tool, allowing for rapid identification of major components.
simultaneous spectrophotometric analysis offers several strengths, including cost-effectiveness, high throughput,
and ease of use, making it a valuable tool in pharmaceutical analysis. However, its limitations, such as spectral
overlap and interference, must be considered in the context of the sample matrix and analyte concentrations.
Comparative studies indicate that while simultaneous spectrophotometric methods may not always replace
techniques like HPLC or chromatography, they complement these methods, offering practical solutions for routine
pharmaceutical analysis and rapid screening. Researchers must carefully evaluate the suitability of simultaneous
spectrophotometry based on the specific analytical requirements and sample complexity.

Case and applications

Case Studies in Simultaneous Spectrophotometric Analysis in Pharmaceutical Analysis:Simultaneous
spectrophotometric analysis has been applied in various practical scenarios in pharmaceutical analysis, offering
solutions to complex problems and providing valuable insights. Below are two case studies highlighting the
outcomes and lessons learned from these applications:

Case Study 1

Determination of Multicomponent Antibiotics in Pharmaceutical Formulations

Problem: A pharmaceutical manufacturer needed a rapid and cost-effective method to simultaneously quantify three
different antibiotics (A, B, and C) in a complex tablet formulation. Traditional analysis methods were time-
consuming and required extensive sample preparation.
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Solution

Simultaneous spectrophotometric analysis was chosen as a potential solution. A UV-Visible spectrophotometer was
used to measure the absorbance of the tablet dissolution solution at three distinct wavelengths corresponding to the
maximum absorbance of each antibiotic.

Outcome

Accuracy and Precision

The simultaneous spectrophotometric method demonstrated high accuracy and precision compared to reference
HPLC analysis(61). The results were consistent with the labeled amounts of antibiotics in the tablets.

Time and Cost Savings
The simultaneous method significantly reduced the analysis time, as multiple analytes were quantified in a single
run. Additionally, it required fewer reagents and solvents, leading to cost savings.

Robustness

The method was found to be robust against minor variations in experimental conditions, such as changes in pH or
temperature.

Lessons Learned

This case study illustrates that simultaneous spectrophotometric analysis can be a practical choice for the rapid
quantification of multiple components in pharmaceutical formulations. It offers advantages in terms of accuracy,
cost-effectiveness, and reduced analysis time. However, careful method development and validation are essential to
ensure reliable results.

Case Study 2

Monitoring Dissolution Profiles of Immediate-Release Tablets

Problem: A pharmaceutical company needed a method to monitor the dissolution profiles of immediate-release
tablets containing several active pharmaceutical ingredients (APIs). Traditional HPLC analysis was time-consuming
and resource-intensive.

Solution

Simultaneous spectrophotometric analysis was considered for its ability to provide real-time data on dissolution
profiles(62). A UV-Visible spectrophotometer equipped with a dissolution cell was employed to simultaneously
measure the absorbance of multiple APIs at different time points during dissolution.

Outcome

Real-Time Monitoring

Simultaneous spectrophotometric analysis enabled real-time monitoring of the dissolution profiles of multiple APIs
in the tablet formulation. This provided insights into the release kinetics of each APL

Quality Control

The method was integrated into the pharmaceutical manufacturing process for routine quality control, ensuring that
dissolution profiles met the predefined specifications.

Efficiency

The simultaneous analysis reduced the analysis time and resource requirements, making it a cost-effective choice for
monitoring dissolution profiles.

Lessons Learned

This case study demonstrates the practical utility of simultaneous spectrophotometric analysis for monitoring
dissolution profiles in pharmaceutical manufacturing. It offers real-time insights into the release kinetics of multiple
APIs, aiding in quality control and process optimization. Implementation of such methods in manufacturing
processes can improve efficiency and reduce costs. In both case studies, simultaneous spectrophotometric analysis
proved to be a valuable tool in pharmaceutical analysis, addressing specific analytical challenges and offering
practical solutions. These applications highlight the importance of method development and validation to ensure
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accurate and reliable results. Simultaneous spectrophotometry is particularly advantageous in scenarios where time
efficiency, cost-effectiveness, and real-time monitoring are crucial. However, it is essential to recognize its
limitations, such as spectral overlap and interference, and carefully consider its suitability for specific analytical
requirements and sample matrices. Overall, these case studies underscore the versatility and effectiveness of
simultaneous spectrophotometric analysis in pharmaceutical research and quality control.

Challenges and Future Directions

While simultaneous spectrophotometric analysis offers numerous advantages in pharmaceutical research and quality
control, it is not without its challenges and limitations(63). Recognizing and addressing these limitations is essential
for maximizing the effectiveness of this analytical technique:

Spectral Overlap

One of the primary challenges of simultaneous spectrophotometric analysis is dealing with overlapping spectra in
complex mixtures. When multiple components absorb light at similar wavelengths, it becomes challenging to
deconvolute the spectra and accurately quantify individual analytes. Advanced data analysis techniques, such as
chemometrics and multivariate calibration, are often necessary to address this issue.

Interference from Excipients

Pharmaceutical formulations typically contain excipients and additives, which can interfere with the analysis by
contributing to the absorbance at certain wavelengths. This interference can lead to inaccurate results if not properly
accounted for. Sample pretreatment or selective derivatization may be required to mitigate interference

Sensitivity

The sensitivity of simultaneous spectrophotometric methods may be limited, especially when low concentrations of
analytes need to be quantified. In cases where trace-level analysis is required, more sensitive techniques like High-
Performance Liquid Chromatography (HPLC) or Mass Spectrometry (MS) may be preferred.

Specificity

While simultaneous spectrophotometric methods offer specificity for the analytes of interest, they may lack the
selectivity of chromatographic techniques like HPLC. Chromatography can provide higher selectivity by separating
analytes based on their chemical properties.

Sample Complexity

The suitability of simultaneous spectrophotometric analysis depends on the complexity of the sample matrix. For
highly complex matrices with numerous components, such as natural products or herbal extracts, chromatographic
techniques may be more appropriate.

Future Developments and Advancements
To address the challenges and limitations associated with simultaneous spectrophotometric analysis in
pharmaceutical mixtures, several potential future developments can be anticipated:

Advancements in Instrumentation

Ongoing advancements in spectrophotometric instrumentation are expected to enhance the capabilities of
simultaneous analysis. This includes improvements in the resolution of diode array detectors (DADs) and the
development of new spectrophotometric techniques with higher sensitivity(64).

Multimodal Spectrophotometry

Future developments may incorporate other spectroscopic techniques, such as fluorescence or Raman spectroscopy,
into simultaneous analysis. Combining multiple spectroscopic modalities can provide complementary information
and improve the specificity and sensitivity of the analysis.
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Machine Learning and Al

Machine learning and artificial intelligence (AI) algorithms are increasingly being used in data analysis for
simultaneous spectrophotometric methods. These techniques can help deconvolute complex spectra and improve the
accuracy of quantification, even in the presence of spectral overlap.

Miniaturization and Portable Devices
The development of miniaturized and portable spectrophotometric devices may enable on-site and real-time analysis
of pharmaceutical samples. This can be particularly valuable for field applications and point-of-care testing.

Chemometric Models

Chemometric models for data analysis will continue to evolve, allowing for more accurate quantification of analytes
in complex mixtures. Advanced chemometric techniques will be tailored to the specific challenges of simultaneous
spectrophotometric analysis.

Customized Analytical Software

Customized software packages for simultaneous spectrophotometric analysis will become more user-friendly and
powerful(65). These software tools will streamline method development, data processing, and validation. while
simultaneous spectrophotometric analysis has its challenges and limitations, ongoing developments in
instrumentation, data analysis techniques, and software tools are expected to address many of these issues. As the
pharmaceutical industry continues to demand rapid, cost-effective, and reliable analytical methods, simultaneous
spectrophotometry will play an increasingly important role, especially in scenarios where time efficiency and cost-
effectiveness are critical. Researchers and analysts should stay informed about these advancements to harness the
full potential of simultaneous spectrophotometric analysis in pharmaceutical research and quality control.

CONCLUSION

The review on "Simultaneous Spectrophotometric Analysis of Multicomponent Pharmaceutical Mixtures: Validation
and Method Comparison" highlights the significance of simultaneous spectrophotometric analysis as a valuable
analytical tool in pharmaceutical research and quality control. This technique offers several advantages, including
cost-effectiveness, high throughput, and real-time monitoring, making it well-suited for various pharmaceutical
applications.However, the review also emphasizes the importance of addressing challenges and limitations
associated with simultaneous spectrophotometric analysis, such as spectral overlap and interference from excipients.
Advanced data analysis techniques and ongoing advancements in instrumentation are crucial for mitigating these
challenges.Validation and method comparison emerge as critical pillars in ensuring the accuracy and reliability of
simultaneous spectrophotometric analysis. Rigorous validation parameters, including accuracy, precision, linearity,
specificity, and robustness, are essential to demonstrate the method's suitability for its intended purpose.
Furthermore, comparative studies with alternative analytical techniques, such as HPLC or titration, provide insights
into the strengths and limitations of simultaneous spectrophotometric analysis.In the context of pharmaceutical
analysis, where the safety and efficacy of medications are paramount, validation and method comparison ensure that
simultaneous spectrophotometric methods meet the highest standards of quality control and regulatory compliance.
Therefore, these processes remain indispensable for harnessing the full potential of simultaneous spectrophotometric
analysis in pharmaceutical mixtures and advancing drug development and manufacturing with confidence and
precision.
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Title Year Conclusion Reference

This study explores the practical application of simultaneous
spectrophotometric analysis in quantifying multiple active
pharmaceutical ingredients (APIs) in complex pharmaceutical
2023 formulations. The researchers discuss the advantages and (38)
challenges of this method and provide case studies
demonstrating its effectiveness.

Recent Research Articles:

Application of Simultaneous
Spectrophotometric Analysis
in Multicomponent
Pharmaceutical Mixtures
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Validation of Simultaneous

This research article focuses on the validation aspects of
simultaneous spectrophotometric methods. It discusses the
validation parameters, such as accuracy, precision, linearity,

Spectrophotometric Methods | 2022 39
pec TOPOTOMERTic A ethods specificity, and robustness, and provides detailed validation 59)
for Pharmaceutical Mixtures - . .
protocols for pharmaceutical mixture analysis.
This comparative study investigates the performance of
Comparative Study of simultaneous spectrophotometric analysis against high-
Simultaneous performance liquid chromatography (HPLC) in analyzing
Spectrophotometry vs. HPLC | 2021 multicomponent pharmaceutical mixtures. The findings (40)
for Multicomponent highlight scenarios where spectrophotometry offers
Pharmaceutical Analysis advantages in terms of speed and cost-effectiveness.
Reviews: . . . . .
This comprehensive review discusses various
spectrophotometric techniques, incdluding simultaneous
Spectrophotometric spectroPhotomet.ry, in phfirmaceutlcallanalysm. It pr.0V1.des an
. . . overview of principles, instrumentation, and applications,
Techniques in Pharmaceutical . e : ; @1)
. . 2022 | emphasizing the role of validation in ensuring reliable results.
Analysis: A Comprehensive
Review
. This review focuses on recent advances in spectrophotometric
Recent Advances in . . . . .
. methods, with a particular emphasis on simultaneous analysis
Spectrophotometric Methods . . .
. . 2020 of multicomponent pharmaceutical mixtures. It covers the (40)
for Pharmaceutical Mixture . . . . .
. evolution of instrumentation, data analysis techniques, and
Analysis e .
validation strategies.
Relevant Guidelines: The International Council for Harmonisation (ICH) guideline
"ICH Harmonized Tripartite Q2(R1) outlines the principles and methodology for the
Guideline: Validation of validation of analytical procedures, including
Analytical Procedures: Text 021 spectrophotometric methods. It provides a structured @2)
and Methodology Q2(R1)" framework for conducting method validation to ensure
accuracy, precision, and reliability.
The United States Pharmacopeia (USP) General Chapter <1225>
"USP General Chapter <1225>: provides guidelines on the validation of analytical procedures,
Validation of Compendial 2019 including spectrophotometric methods. It offers 43)
Procedures" recommendations for demonstrating the suitability of
analytical methods for their intended applications
The European Medicines Agency (EMA) guideline on the
validation of bioanalytical methods is relevant to
spectrophotometric analysis in pharmaceutical research. It
provides guidance on method validation in the context of
"EMA Guideline on bioanalysis, which includes pharmaceutical mixture
Validation of Bioanalytical 2020 analysis.Therecent research articles, reviews, and relevant 44)
Methods" guidelines in the field of simultaneous spectrophotometric

analysis, validation, and method comparison in
pharmaceutical mixtures provide valuable insights into the
practical application of this analytical technique. These sources
emphasize the importance of validation, precision, and
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reliability in pharmaceutical analysis, offering researchers and
professionals a comprehensive understanding of the challenges
and opportunities in this critical area of pharmaceutical
research.
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ABSTRACT

Supply Chain Contract (SCC) is relatively a new method which introduces a new mechanism for
managing uncertainties in the projects. In this paper, single sampling plans for the supply chain contract
are constructed using the simulation software (GoldSim 14.0). The Gamma distribution and the Weibull
distribution are considered for the single sampling plans. The optimal parameters are determined with
the minimum sample size. Extensive tables are provided for the selection of single sampling plan
parameters according to the desired proportion defective. Examples are also provided to illustrate the
selection of the single sampling plans.

Keywords: Supply Chain Contract, Single Sampling Plan, Simulation, Gamma distribution, Weibull
distribution

INTRODUCTION

Acceptance sampling has become important field of Statistical Quality Control and it was popularized by Dodge and
Romig. Many types of life testing and acceptance sampling plans are being used to investigate whether the quality
level of items meets the consumers’ requirement such as the minimum lifetime or reliability. Acceptance sampling is
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one of the major areas in statistical quality control. An acceptance sampling plan deals with the decision to accept or
reject a lot based on the inspection of samples taken from the lot. Acceptance sampling plans are classified into
sampling plans by attributes and sampling plans by variables. The main purpose of using an acceptance sampling
plan is to reduce the cost of inspection and to provide protection to the producer as well as the consumer. The single
acceptance sampling plan is very popular among industrial engineers due to its simplicity. Deros et al. [1] discussed
the application of acceptance sampling plans in manufacturing electronic products. Many authors developed the
single sampling plans based on certain distributions: Epstein [2] for exponential distribution, Goode and Kao [3] for
Weibull distribution, Gupta and Groll [4] for Gamma distributions, Gupta [5] for normal and log-normal
distributions, Tsai and Wu [6] for a generalized Rayleigh distribution, Rosaiah et al. [7] for the exponentiated log-
logistic distributions, Balakrishnan et al. [8] for the generalized Birnbaum-Saunders distribution and so on.

Contract Model for Acceptance Sampling Plan

Supply Chain Contracts (SCC) are two or more persons linked by flow of men, machine, material, and money etc.,
However, any work has been done on the relationships of those supply chain contract models. SSC have been
studied extensively in management, marketing and economics.

The figure 1 shows the basic transaction between manufacturer and customer. The customer places an order with a
manufacturer and the manufacturer provides the same quantity of products in the expected quality. At this stage, the
retailer can apply the sampling inspection to confirm the incoming lot quality. Then the customer makes a decision
whether to accept or reject the lot. If the incoming lot is rejected, the manufacturer should replace the defective
products. Hence, the contract required that the retailer be given an incentive to increase his order. Supply chain
contracting has brought a broad appreciation for economic modelling in production research with information
updating. Supply chain contracts include wholesale-price contracts, revenue sharing contracts, return contracts, two-
part tariff contracts, service commitment contracts, quantity flexibility contracts, etc. (Cachon 2003; Tsay and
Agrawal 2004). Pricing contracts can be categorised into single-price contracts (e.g. wholesale price contract, fixed-fee
contract) and two-price contracts (e.g. two-part tariff ). The different types of supply chain contracts with price have
been studied by various authors. Choi (9) considers the fixed-fee contract, Keser and Paleologo (10) and Loch and
Wu (11) study wholesale price contracts. Anandasivam Gopal and Sivaramakrishnan (12) observe the difference
between the fixed price and time materials contracts in their projects. Starbird (13) examines the effect of rewards,
penalties and inspection policies on the behaviour of an expected cost-minimizing supplier. RaviSankar and Sinthiya
(15) constructed a simulation model for a double sampling plan integrated with a supply chain contract through the
Weibull distribution.

The notations used in this study are:

c : Acceptance Number
C : Total Cost

n : Sample Size

N : Optimum Lot Size
t(q) : Target Quality
m(q) : Mean Quality

Ri : Reward

Di : Demand

Pi : Penalty

Research Methodology

A simulation software (GoldSim14.0) is used to design a simulation model for a single sampling plan used in supply
chain contracts, in order to find out the economic order quantity. RaviSankar and Sinthiya (15) designed the
simulation model for SCC using Goldsim (14.0) software. In this paper, the simulation model is developed for SSP
integrated with SCC through the Gamma distribution using mean lifetime as the quality parameter. The acceptance
numbers, sample sizes, lot size and total cost are obtained using the simulation models given in Figure 2 and Figure
3 by minimizing the total cost as well as the sample size.
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Single Sampling Plan (SSP) and its Probability of Acceptance
The procedure for SSP(n, c) consists of the following steps:

i) Draw a random sample of size n from the lot of size N received from the supplier.
ii) Count the number of defective units (d) found in the sample.

iii) If d < ¢, the acceptance number, the lot is accepted.

iv) If d >c, the lot is rejected and go for 100% inspection.

The parameters # and c are the design parameters of the single sampling plan. The probability of acceptance for SSP
is calculated using the Poisson distribution and is given in equation 2.1.
e "P(np)*

Pp)=Xhmo— — 1)

where p =F(t) is the probability of defective observed through the time t. For various combinations of target quality
and mean quality, the producer wishes that his product should not be rejected and the consumer wants to reject the
product of poor quality level.

The script used in the GoldSim software to calculate probability of acceptance Pa (p) for various ‘p’ values is given in
Figure 1.

The simulation model presented in Figure-2 for supply chain contracts is developed using the GoldSim Software.

Designing a Simulation Model for Integrating SSP with SCC based on Weibull Distribution
Suppose that the lifetime of a product follows the Weibull distribution with the probability density function (pdf)

X

B-1 _(xf
fx, 0(,[3)=§ (5) e @ (s0anda B>0 2.2)

a
where o is the unknown scale parameter and {3 is the known shape parameter.

Its cumulative distribution function (cdf) is given by

—&F
Fhap)=1-e~@ 23)
which is taken as the proportion defective (p) of an item discussed in the equation (2.1).
Ay
ie, p=F(t; a,p)=1-€ @ (24)

A simulation model for Integrating SSP (based on Weibull Distribution) with SCC
Is developed using the GoldSim Software and is presented in figure 3.

Designing a Simulation Model for Integrating SSP (based on Gamma Distribution) with SCC
In this section, it is assumed that the lifetime of a product follows the Gamma distribution and that the shape
parameter 8 is known. The probability density function of the Gamma distribution is given by

8
£(x, o) ;'f—ﬁ (x)P1e~™ 0andap0 . 2.5)

where o is the rate parameter and f3 is the known as the shape parameter.
The cumulative distribution function (cdf) of the Gamma distribution is given by

1
F(t; a,[s)=a y(a,Bx) (2.6)
The Reliability at time ‘t’, is defined as
1
R(t)=1-F(t o) =1- T v(e,Bx)y 2.7)

A simulation model for Integrating SSP (based on Gamma distribution) with SCC
is developed using the GoldSim Software and is presented in the figure 4.

In the model given in the Figure 3 and the Figure 4, the input parameters mean quality (m(q)), target quality (t(q))
and the known shape parameter ([3) are initialized with certain initial values. With these input values, the proportion
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defectives (p) value is calculated using the Weibull distribution and using Gamma distribution. The probability of
acceptance Pa(p) values for SSP using the Poisson distribution are calculated with the help of the script given in the
Figure 1. While inspecting the lot using SSP, if the lot is rejected, the defective items are replaced with good ones by
applying 100% inspection.

Construction of SSP(n, ¢) with Optimum of Lot Size (N) and Total Cost (C)

In this section, it is assumed that the reward (Ri) is Rs.0.5 and the penalty (Pi) is Rs.250. For various combinations of
t(q) and m(q), the SSP(n, c) plans with optimum lot size (N) and the total cost (C) have been constructed based on the
Weibull distribution and the Gamma distribution separately and are presented in Table 1, Table 2 and Table 3, for
the demand values as 500, 700 and 1000 respectively.

Comparing SSP(n,c) Plans based on the Weibull distribution and the Gamma distribution

Generally, the Gamma distribution led to a lower sample size than the Weibull distribution when other parameters
are the same. In this section, the comparison is made between the SSPs based on the Weibull Distribution and the
Gamma distribution both integrated with SCC in terms of the sample size. From the Figure 5, Figure 6, and Figure 7,
it is found that the Gamma distribution yields the single sampling plans integrated with SCC having smaller sample
size than that of the Weibull Distribution.

Example -1:

Suppose a manufacturer has put a contract with his retailer that he receives the reward of Rs.0.5 / unit for better
quality and the penalty of Rs.250 / unit for the failure. It is also decided to run this contract for the target quality
t(q)=100, mean quality m(q) =120 and demand (d) = 500. Further, it is observed that the lifetime of the product
follows the Weibull distribution with shape parameter (3) 1. From the Table 1, the optimal single sampling plan is
obtained as SSP(162,6) and the total cost (C) is X 1,96,31,800.

Example -2:

Suppose another manufacturer has put a contract with his retailer that he receives the reward of Rs.0.5 / unit for
better quality and the penalty of Rs.250 / unit for the failure. It is also decided to run this contract for the target
quality t(q) =100, mean quality m(q) =120 and demand (d) = 500. Further, it is observed that the lifetime of the
product follows the Gamma distribution with shape parameter (3) 1. From the Table 1, the optimal single sampling
plan is obtained as SSP(139,1) and the total cost (C)is < 1,96,31,500.

CONCLUSION

In this study, the constructed Single Sampling Plans integrated with SCC which are listed in the tables may be
applied for the products whose lifetime follows either the Gamma distribution or the Weibull distribution.
According to the present comparative study, it is found that the Gamma distribution yields more efficient SSPs
integrated with SCC than that of the Weibull distribution by means of lesser sample size. It is found that if Gamma
distribution is used to construct the SSP for integrating with SCC, the time, cost and efforts will be reduced
considerably based on the sample size reduction in SSPs while comparing with that of the Weibull distribution. The
extensive tables may be used for industrial purpose. The same study may be extended for other sampling plans as
further studies.
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Table 1: SSP(n, ¢) with (N, C) for Demand =500

SSP(n,c) for Weibull SSP(n,c) for Gamma

S.No | t(q) m(q) N n . C n . C

1 100 120 1999 162 6 %1,96,31,800 139 1 1,96,31,500
2 130 120 1999 109 5 %1,96,32,800 51 1 1,96,32,000
3 140 125 2166 111 6 % 2,06,27,200 51 6 1,96,32,000
4 120 120 2166 155 1 % 2,06,30,600 92 7 1,96,32,000
5 130 130 1999 175 9 %1,96,31,800 81 9 1,96,31,000
6 120 140 1999 90 2 %1,96,32,000 87 4 1,96,32,000
7 150 130 1999 119 10 | ¥1,96,32,000 101 7 1,96,32,000
8 120 130 2164 104 3 %2,07,82,300 104 4 1,96,32,000
9 125 135 2200 151 4 %2,08,10,100 70 10 | 1,97,38,800
10 135 125 1999 165 10 | ¥1,96,32,000 38 7 1,96,32,000
11 125 130 1999 173 10 | ¥1,96,31,800 122 7 1,96,31,700
12 100 105 1999 113 3 %1,96,32,000 108 1 1,96,31,900
13 100 110 1999 64 1 %1,96,32,000 60 7 1,96,32,000
14 105 100 2166 157 4 % 2,06,27,200 152 6 1,99,02,200
15 110 100 2166 122 7 % 2,06,30,500 88 1 1,96,31,800
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16 120 125 1999 144 5 21,96,31,800 127 2 1,96,31,700
17 125 120 2123 83 5 %2,08,10,400 72 3 1,96,32,000
18 130 135 2000 61 7 31,96,32,000 39 0 1,96,32,000
19 135 130 1999 200 10 | ¥1,96,32,800 58 6 1,96,32,000
20 130 140 1999 176 5 31,96,32,900 71 9 1,96,32,100
Table 2: SSP(n, ¢) with (N, C) for Demand =700
SSP(n,c) for Weibull SSP(n,c) for Gamma

S.No | Hq) m(q) N n ¢ | C n ¢ | C
1 100 120 2799 92 6 32,91,64,600 87 8 %2,91,63,800
2 130 120 2799 97 3 %2,91,63,500 80 3 %2,91,63,500
3 140 125 2799 132 | 10 | ¥2,91,64,400 125 | 8 %2,91,63,500
4 120 120 2799 106 | 8 %2,91,64,500 82 2 %2,91,63,600
5 130 130 2799 94 2 32,91,64,500 54 7 %2,91,63,700
6 120 140 2799 70 2 % 3,05,54,200 78 7 %2,91,63,700
7 150 130 2799 66 2 %2,91,63,400 64 2 %2,91,63,400
8 120 130 2799 98 4 %2,91,63,500 56 9 32,91,63,400
9 125 135 2799 120 | 4 32,91,64,500 123 | 0 %2,91,63,700
10 135 125 2799 50 3 % 3,05,54,100 48 10 | ¥2,91,63,500
11 125 130 2799 163 | 8 %2,91,63,800 125 | 4 %2,91,63,600
12 100 105 2799 88 5 %2,91,63,800 83 2 %2,91,63,600
13 100 110 2799 84 8 29579300.00 43 5 %2,91,69,000
14 105 100 2799 117 | 7 %2,91,63,500 134 1 %2,91,63,500
15 110 100 2799 108 | 9 29163500.00 65 3 %2,91,63,500
16 120 125 2799 136 | 4 %2,91,63,800 58 4 %2,91,63,600
17 125 120 2799 168 | 9 29163500.00 143 | 5 %2,91,63,500
18 130 135 2799 125 | 3 %2,91,63,800 99 9 %2,91,63,600
19 135 130 2799 94 9 %2,91,63,500 72 5 %2,91,63,500
20 130 140 2799 197 |9 %2,91,64,500 101 2 %2,91,63,700
Table 3: SSP(n, ¢) with (N, C) for Demand = 1000

N SSP(n,c) for Weibull SSP(n,c) for Gamma
S.No | t(q) | m(q) n c | C n c|C
1 100 | 120 3999 | 197 | 4 34,34,55,000 | 67 | 5| X4,34,50,400
2 130 | 120 3999 | 146 | 4 34,54,80,100 | 85 | 9 | %4,34,49,800
3 140 | 125 3999 | 136 | 2 34,34,49,900 | 107 | 6 | %4,34,49,800
4 120 | 120 3999 | 152 | 3 34,34,49,800 | 79 | 0 | %4,34,49,800
5 130 | 130 4333 | 198 | 7 34,54,80,100 | 116 | 3 | %4,34,50,000
6 120 | 140 3999 | 196 | 6 34,34,51,000 | 105 | 8 | %4,34,50,300
7 150 | 130 3999 | 112 | O 34,34,49,700 | 95 | 0 | %4,34,49,700
8 120 | 130 4193 | 200 | 10 | ¥4,56,40,000 | 97 | 6 | ¥4,34,50,100
9 125 | 135 3999 | 146 | 8 34,34,50,900 | 105 | 8 | %4,34,50,100
10 135 | 125 3999 169 |0 34,55,74500 | 67 | 4 | 34,54,80,200
11 125 | 130 3999 | 179 | 7 34,34,50900 | 118 | 1 | %4,34,50,100
12 100 | 105 3999 | 110 | 4 34,34,50,900 | 61 9 | %4,34,50,500
13 100 | 110 3999 | 192 | 7 34,34,50900 | 87 | 9 | %4,34,50,200
14 105 | 100 4333 | 151 | 6 34,54,75,600 | 97 | 7 | %4,34,49,900
15 110 | 100 4334 | 67 |5 24,56,77,000 | 63 | 5 | X4,54,80,100
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16 120 | 125 4193 | 151 | 5 24,56,40,000 | 100 | 1 | %4,34,50,100
17 125 | 120 3999 | 151 | 4 | T4,34,50,800 | 114 | 2 | 34,34,49,900
18 130 | 135 3999 | 139 | 5 34,34,50,800 | 116 | 5 | 34,34,49,900
19 135 | 130 3999 |95 |4 | T4,3450800 | 44 | 3 | 24,34,49,900
20 130 | 140 4333 | 158 | 3 34,54,75500 | 85 | 2 | %4,34,50,100

Aejected Lotz will

be returned Accepted Lots

Samphng pection

CUSTOMERS

VALUE PROB = 2.8
VALUE pri = 1.8
FOR (j = cl+1; ~j <= c2; j = ~j + 1)
VALUE fact = 1
FOR (k = 1; ~k <= ~j; k = ~k + 1)
fact = ~fFact*~k
END FOR [/ k
prl = (n*p)~~j/~Fact
VALUE pr2 = @
FOR (i = B; ~1i <= ¢c2-~j; i = ~i + 1)
fact = 1
FOR (k = 1; ~k <= ~i; k = ~k + 1)
fact = ~fact*~k
END FOR // k
pr2 = (2*n*p)*~i/~Fact+~pr2
END FOR // i
PROB = ~prili*-pr2+-~PROB
END FOR // J
Result = ~PROB*exp(-3*n*p)

Figure 2: Script
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ABSTRACT

In this article, It introduces the idea of Circulant 72 — polar fuzzy matrix . A Circulant matrix is a square
matrix whose rows are obtained by cyclically rotating by its first rows. In m - polar fuzzy matrix, each
element represents the membership value of an element. We define some operations on circulant m-
polar fuzzy matrices .Also we discuss the idea of reflexive, symmetric, antisymmetric, permanent of
circulant m - polar fuzzy matrices based on this definitions.

Keywords: Fuzzy Matrices,m -Polar fuzzy matrices(sn — PFM), Circulant matrices , Circulant m-polar
fuzzy matrices(CrnPFM) .

INTRODUCTION

The concept of fuzzy set was introduced by Zadeh in 1965, Which is an extension of the classical notion of the
ordinary sets. In a Matrix, the elements which belongs to the interval [0,1]is called fuzzy matrix.When the elements
of fuzzy matrices are subintervals of the unit interval [0,1], then the fuzzy matrix is known as Interval - valued Fuzzy
Matrix(IVFM). Thomason [13] defined fuzzy Matrices for the first time and discussed the convergence of their
powers. A number of findings regarding the convergence of the power sequence of fuzzy matrices were presented
by a number of authors .Some properties of the min-max composition of fuzzy matrices were introduced by Ragab
and Emam [10]. The idea of Interval-valued fuzzy matrices with Interval-valued fuzzy rows and columns was first
proposed by Pal [7]. Shyamal and Pal [11] introduced two new operators and applications of fuzzy matrices.
Bhowmik and Pal [1] introduced the concept of circulant triangular fuzzy number matrices (TFNMs) and discussed
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some results onTNFMs. The max-min iterates of fuzzy CirculantMatrices were investigated by Hemasinha, Pal and
Bezdek [8]. Some of the properties based on the concept of Circulant interval valued fuzzy matrices were outlined by
Loganathan and Pushpalatha also the determinant, some binary operations on Circulant interval valued fuzzy
matrices are defined. Some results on intuistionstic circulant fuzzy matrix, generalized intuistionistic fuzzy matrix,
and IFMs were presented by Bhowmik and Pal [2]. Shyamal and Pal [12] defined the distance between IFMs and
hence defined a metric on IFMs. They also cited few applications of IFMs. The m - polar fuzzy set is investigated in
many other areas such as m -polar fuzzy graph theory [4].In [5] them - polar fuzzy matrix is introduced.Pal [9]
introduced the new concepts of fuzzy matrix with fuzzy rows and fuzzy columns. In this fuzzy matrix, we assumed
that the rows and columns are uncertain. Loganathan C and Pushpalatha V the concept of Circulant Interval -valued
fuzzy matrices (CIVFMs) are defined with some of its properties. In this article, the concept of Circulant m- polar
fuzzy matrices are defined with some of its properties, some binary operations on Circulant # - polar fuzzy matrix
are defined and some important theorems are proved with examples.

Preliminaries

Definition 2.1 [14]A m —polar fuzzy relation(m-PFR)between two mPFS and is defined as a m — PFS. In r X sif R is
a relation between r and s, @ € r and f € s, if Y1(a, f), Y2(a, B) ... Ym(a B), are the membership value to which ais
in relation R with B, then ¥ = (Y1, .. ¥) ER

Definition 22 [14] Let , 8 € M, where a = {ay, @3, @3, ..., ), B = {B1, B2, B3, o) P) thena < Biffa + = .
Definition 23 [5] An m - polar fuzzy matrix X = {xy,,,X;,,, X3, - X, ) IS @ matrix on fuzzy algebra.The zero matrices 0 is
a square matrix of order s in which each element are 0,,=(0,0,0, ...,0) and I; is an identity matrix of order s whose element of
the diagonal are I,,, =(1,0,1,0 ... 1,0) and the non — diagonal elements are 0,,,= (0,0,0, ...,0).

The set M, is the set of s X t rectangular m-PFMs and Mg, the set of s X s matrices. From the definition, we have if Q =
[q1] € Mg, then q; = (q1,,, Gz, 93,0 > Am,,) € Ms, Where(qy,,, Gz, 3,0 > Gm,,) € [0.1] are the mm - membership value of
the element q;, respectively.

Definition 2.4 [5] If P = [ a;;],«, is a crisp matrix of order X , then the permanent of P is denoted by per(P) and
defined as per(P) = Yqev, [1i=1 @ia(). ( Where V, is the symmetric group of order n) .

Definition 2.5 An n X n fuzzy matrix C is called circulant if and only if ((C%)) < C, (or) more explicitly CjCy; < Cj;
forevery k =1,23,..m.((C,,C,Cs, ., Cn)*) < (€1,C5C, ) Con)

Result 2.6 Ann X n fuzzy matrix C is circulant and reflexive iff it is similarity.

Proof Suppose that C is circulant and reflexive. ThenC;; = Cy; Cj; < Cj;, also C;; = Cj; C;; < (.50 C;; = Cj; Hence
Cis Symmetric. Also, we have C;; = C;; Cj; < Cj;. ie) Cis transitive. Hence C is Similarity. Conversely, Suppose that
Cis Similarity Then C i(jz) < Cij = (j;. Hence Cis circulant.

Some Basic Result for Circulant m- polar fuzzy matrix

Definition3.1 A m — PFM is said to be circulant m - polar fuzzy matrix(CnPFM), if all the elements of A can be
determined completely by its first row. Suppose the first row of A is (C1,C;,Cy,...CI"), (C4,CyCy,...CT),...
(C,;,C,;, C,'{',...C,’l"), then any element=(',”, W,...), n=1273,...mof canbe determined (throughout the element of the

first  row) as C; = Cimoirj+ny  with @ Ciuy =  CypA  CmPEM of the form
(€1,C.,C .., (Cy,C5,C, .. CT), . (€ Cry Crr s . T

A=|(Cr,Cr, Cy . C),  (€1,C1,C1 €M), e, (Cpeyy Gy, Crqy o Gy
(€3,C5,C5,. ), (CpCryCrpy o G, e ,(C, €1, 6. .C™

Remark 3.2 (i) It is noted that the matrix # — PFM iscirculant if and only if C;; = Cyq g j) for every i, j k €
{1,2,3,...n}, where @ is sum modulen . Here the entire diagonal elements are equal.

(ii) Fora CmPFM A, we notice that Cy, = Cy(jg 1) for every i,j € {1,2,3,...n}.

(iii) For a CmPFM A, we notice that Ciq (n-1); = Ci(j@ 1) for every i,j € {1,2,3,...n}.

Theorem3.3An n X nm — PFMA is circulant if and only if Ay,, =x,A, where x, is the permutation matrix of m —
PFM,where
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[(0,0,,..,0),(0,0,,...,0), ... (1,1,1,...,1)]
1,11, ...,1),(0,0,0, ...,0), ... (0,0,0 ...,0)

7 0,00,..0), 0.0,0,0), .. (L1, ..1)
1(0,0,0, ...,0), ..., (1,1,1,...,1)(0,0,0, ...,0)}

Proof LetA bean m — PFM and X = Ay, then Xj; = Y dijxy; -

In the first row, only x;, is (1,1,1,...1) and all the other elements are (0,0,0,...0). Therefore we get X;;= dij+1).Let Y=x, A,

Then Y;;= ¥, Cidliy= di+n-1).By Remark(iii), X;;=Y;;for 1,2,3,...). Hence AXn= Xn A.Therefore we get A is CrmPFM.

Example 3.4 Let X are any two CmPFM of order 3x3, where

(0.3,0.508) (0.1,0.2,0.4) (0.2,0.4,0.6) 0,0,0) (0,00) (1,1,1)
x=((020406) (0.3,0508) (0.1,0204) |andC={ (1,1,1) (0,0,0) (0,0,0)
(0.1,02,0.4) (0.2,04,0.6) (0.3,0.50.8) 0,00) (1,1,1) (0,0,0)

XC=max (0,0.1,0),max(0, 0.2, 0), max (0,04,0)= (0.1,0.2,0.3)
=max (0,0,0.2), max(0,0,0.4), max(0,0,0.6)= (0.2,0.4,0.6)
=max (0.3,0,0), max(0.5,0,0), max(0.8,0,0)= (0.3,0.5,0.8)
=max (0,0.3,0), max(0,0.5,0), max(0,0.8,0) = (0.3,0.5,0.8)
=max(0,0,0.1), max(0,0,0.2), max(0,0,04) = (0.1,0.2,0.3)
=max (0,0.2,0), max(0,0.4,0), max(0,0.6,0)= (0.2,0.4,0.6)
(0.1,0.2,04) (0.2,0.4,0.6) (0.3,0.5,0.8)
we get XC={ (0.3,0.5,0.8) (0.1,02,04) (0.2,0.4,0.6) |and
(0.2,0.4,0.6) (0.3,0.5,0.8) (0.1,0.2,0.4)
(0.1,02,0.4) (0.2,04,0.6) (0.3,0.5,0.8)
CXx=1{ (0.3,0.5,0.8) (0.1,0.2,04) (0.2,0.4,0.6) |. Therefore XC=CX.
(0.2,0.4,0.6) (0.3,0.5,0.8) (0.1,0.2,0.4)
Theorem 3.5 Let Xand Y be any two Circulant m- Polar fuzzy matrices, then it satisfies the following properties
(i)X+Y is a CmPFM (ii)X"' is a CmPFM (iii) XY is a CsnPFM.
ProofIn Particular X* is also a CmPFM.(i) By definition, the Proof is obvious.
(ii) Since XX is CmPFM, then X’ commutes with yn.Therefore we get Xx,=xnX.
Take the transpose on both sides, we get X'yx,,' = x,,'X".
Pre multiplying by xn, we get X, Xn' X' =Xn X'xn' = X=X X%
Post multiplying by xn, we get X'xp, = Xn X'Xn'Xn = Xn X'. Hence X'xp= xn X'
(By the Theorem 3.4) A is Circulant Ay, = x,A.
(iii) Since X and Y are CmPFM, each of X and Y commutes with x,,..Hence XY commutes with x,,.
(By Remark 3.4(iii)) and by the above theorem, we get XY is CrmPFM.
Theorem 3.6 A CmPFM A is symmetriciff C;;= ;1) for every i,j € {1,2,3,...n}.
Proof LetA be symmetric, then Cy; = €144 Civny= Cin =Ci+1)Ca4ryfor every i,j € {1,2,3,...n}.
Taking K =n —i, then
Ca+m-0) C(i+m-0) = Ci+n-0) C (1+ ()
= Cnn-i+1)= C1n—i+2) (by remark3.4(ii)).
Conversely,Suppose Cy; = Cin-izy for every i€ {1,23,..n}Then Cy= CypyCosky for every LkE€
{1,23,...n}.Taking K = n — i, we get C;; = Cpin—i+1) = (C + 1)(n—i42) = Cy;.But since Ais circulant and Cy; =C;; .We have
Cij=Cj; forevery i, k € {1,2,3,...n} and Ais symmetric.

Operators on CrnPFM

Definition 4.1 Let A = (Cjj)nwn= ( Cy, 3, C3, ... Cry) and B= (D;j)nn = (D1, D5, D3, ... D)

AVB = (Cij)V(Dij) = (C1, C3, Cs, - Co) V (D1, D3, D3, ... Dyy) = (Cy Dy , Co VD3, C3 VD3, Cop VDiy)

Theorem 4.2 IfAand Bare two CmPFM then A VB is also CrmPFM.

ProofBy definition above, it is clear that A and B are circulant. A VB is also circulant.

Definition 4.2 The A operation is similar to V operation.Let A = (Cjj)wr= ( Cy, C3,C5,...Cp) and B = (Djj)n =
(Dy,D3, D3, .. D) A VB = (Ci;) ADij) = (Cy, C3,Csy e C) D1, D3, D3, . D) = (Cy ADy , € ADy, C5 ND3...,Coy ADp).
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Example 4.3 Consider the 3 3 circulant m — polar fuzzy matrix
(0.2,0.4,0.6) (0.3,0.5,0.7) (0.5,0.7,0.9)
A=|(0.50.7,09) (0.2,0.4,0.6) (0.3,0.50.7) |and
(0.3,0.5,0.7) (0.5,0.7,09) (0.2,0.4,0.6)
(0.3,0.4,0.5) (0.8,0.9,0.2) (0.4,0.5,0.6)
B=| (0.4,0.50.6) (0.3,04,0.5) (0.80.9,0.2) | then
(0.8,0.9,0.2) (0.4,0.5,0.6) (0.3,0.4,0.5)
(0.3,0.4,0.6) (0.8,0.9,0.7) (0.5,0.7,0.6)
AVB=|(0.50.7,0.6) (0.3,0.4,0.6) (0.8,0.9,0.7) |and
(0.8,0.9,0.7) (0.5,0.7,0.6) (0.3,0.4,0.6)
(0.2,0.4,0.5) (0.3,0.5,0.2) (0.4,0.5,0.6)
A AB=| (0.4,0.50.6) (0.2,04,0.5) (0.3,0.50.2)
(0.3,0.5,0.2) (0.4,0.5,0.6) (0.2,0.4,0.5)
Theorem 4.4 Let A= (C;j)na= ( Cy, C3,Cs, ... Cy) and B = (Dyj)nwn = (D1,D3, D3, ... Dyy,) are two CmPFM.Then (i) (A VB)©
=ACNBC (ii) (A NB)C=ACVBC.
Proof Let P = A VBthen P;;= [C;; VD;;]
= (Cy, C5,Cs, ..., C)V (D1,Dy, D, ..., D)
=[C, VD, , C;VD,, C3 VD, ...,Cop VDyp]
Let Q =PC¢, Then Q;;=1-%;; = [1 —C;; VD;j] = (1,1,1,...,m) —C;; VD;;
=(1,11,...m) — ( Cy, C3,Cs, ..., Cy) V(Dy,D,, D, ..., D)
=(1-C,VD;,1—C, VD, 1- C3VDs,...,1 — C, VD)
Let R = AN BC, then R;j=(1- C;) A (1— Dy)
=[1,1,1,...1) = (Cy, C3,Cs, ..., Cr)IN(1,1,1,...1) = (D1,D3, D3, ... Dpy)] = 1—C;; VD
Hence (AV B)¢=ACN BC€
(0.2,0.4,0.6) (0.2,0.3,0.4) (0.7,0.6,0.5) (0.5,0.6,0.7)
Example 45 LetA = ((0.2, 0.3,0.4) (0.2,0.4,0.6)) andB = ((0.5,0.6,0.7) (0.7,0.6,0.5)
(0.7,0.6,0.6) (0.5,0.6,0.7)
((0.5,0.6,0.7) (0.7,0.6,0.6))
(0.3,0.4,0.4) (0.5,0.4,0.3)
(0.5,0.4,0.3) (0.3,0.4,0.4))
(0.8,0.6,0.4) (0.8,0.7,0.6)) dBC= ((0.3,0.4,0.5) (0.5,0.4,0.3))
(0.8,0.7,0.6) (0.8,0.6,0.4)) 2™ (0.5,0.4,0.3) (0.3,0.4,0.5)

(0.3,0.4,0.4) (0.5,0.4,0.3)) L
(05.04,03) (0.3,0404)) Hence (AV B =ANB

Definition 4.6 A matrix A is said to be symmetric Circulant m-polar fuzzy matrix if A = A .
Example 4.7

) be 2x 2 CmPFM, thenA V B=

(AV B)C=1—(AV B)= (
JZC:(

acn -

(0.3,02,03) (0.2,0.1,02) (0.2,0.1,0.2)
Consider the 3x 3CmPFMA = | (0.2,0.1,0.2) (0.3,0.2,0.3) (0.2,0.1,0.2) |and
(0.2,0.1,02) (0.2,0.1,02) (0.3,0.2,0.3)
(0.3,0.2,0.3) (0.2,0.1,0.2) (0.2,0.1,0.2)
A =1(02,01,02) (0.30.203) (0.2,0.1,0.2)
(0.2,0.1,0.2) (0.2,0.1,0.2) (0.3,0.2,0.3)
Definition 4.8 A matrix A € F™" s said to be K - Symmetric Circulant m - polar fuzzy matrix if KATK = A.The
following examples shows the antisymmetriccirculant m — polar fuzzy matrix
(0.3,0.2,03) (0.2,0.1,0.2) (0.2,0.1,0.2)
Let 3x3 CmPFMA = | (0.2,0.1,0.2) (0.3,0.2,0.3) (0.2,0.1,0.2) | and
(0.2,0.1,0.2) (0.2,0.1,0.2) (0.3,0.2,0.3)

0,0,0) (0,000 (1,1,1) (0.2,0.1,0.2) (0.2,0.1,0.2) (0.3,0.2,0.3)

K=|{(,11) (0,00 (0,0,0)]thenKATK = {(0.3,0.2,0.3) (0.2,0.1,0.2) (0.2,0.1,0.2) | # A. Therefore K —anti
0,00) (1L,L,1) (0,0,0) (0.2,0.1,0.2) (0.3,0.2,0.3) (0.2,0.1,0.2)

symmetric C/nPFM.
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Permanent Circulant m - polar fuzzy Matrix(CmPFM)
Definition 5.1 Let A = [a,s]yxy be a Circulant m —polar fuzzy matrix , where a,.; = (aﬁ), aﬁ), s aﬁn)), and
0= aﬁ?) < 1, forall k. Then the permanent of Ais denoted by Pert(:A) and defined as Pert(A) = ¥ qev,, [1i=1 Aiaep, for
x < y.(where V is the set of all one to one mapping from {1,2,3,...,x}to {1,2,3,...,y}) and Pert(A) = ZaeVn T2 aiqqi for
x>y.
Remark 5.2 Two expressions are written for the permanent of matrix, for x > y, there are one — one mapping from
{1,2,3,...,y}to {1,2,3,...,x}. But the one — one mapping is not possible from {1,2,3,...,x}to {1,2,3,...,y}.

(0.2,0.4,0.6) (0.3,0.6,0.5) (0.5,0.6,0.7)
Example 5.3 Let 3x3 CmPFM A= (0.5,0.6,0.7) (0.2,0.4,0.6) (0.3,0.6,0.5) | then

(0.3,0.6,0.5) (0.5,0.6,0.7) (0.2,0.4,0.6)

Pert(A)=max(min(0.2,0.4,0.6)(0.2,0.4,0.6)(0.2,0.4,0.6), min(0.3,0.6,0.5)(0.3,0.6,0.5)(0.3,0.6,0.5),

min(0.5,0.6,0.7)(0.5,0.6,0.7)(0.5,0.6,0.7) , min(0.5,0.6,0.7)(0.2,0.4,0.6)(0.3,0.6,0.5),
min(0.3,0.6,0.5)(0.5,0.6,0.7) (0.2,0.4,0.6), min (0.2,0.4,0.6)(0.3,0.6,0.5)(0.5,0.6,0.7)) .
= max((0.2,0.4,0.6)(0.3,0.6,0.5)(0.5,0.6,0.7) (0.2,0.4,0.5)(0.2,0.4,0.5)(0.2,0.4,0.5).
=(05,0.6,0.7)

Note 5.4 Some properties of permanent CmPFMs.
(i)For any triangular or diagonal CmPFM A . per (A) = min of its diagonal entries.
(ii)For any row CmPFM such that both AB and BA are defined, then per(AB) = per(BA).
(iii)For any row CmPFM or column CmPFM A, per(A) =max of the entries.
Example 5.5

(0.1,0.2,0.3) (0,0,0) (0,0,0)
LetA = (0,0,0) (0.1,0.2,0.3) (0,0,0)

(0,0,0) (0,0,0) (0.1,0.2,0.3)
A=max(min(0.1,0.2,0.3)(0.1,0.2,0.3)(0.1,0.2,0.3)
min(0,0,0)(0,0,0)(0,0,0) min(0,0,0)(0,0,0)(0,0,0)).
=max (0.1,0.2,0.3) = (0.1,0.2,0.3).
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ABSTRACT

The intention of this paper is to introduce a new concept in interval valued neutrosophic topological
spaces called interval valued neutrosophic semi open sets. Further, we study the properties of interval
valued neutrosophic semi closed sets, which is the complements of interval valued neutrosophic semi
open sets.

Keywords: Interval valued neutrosophic set, Interval valued neutrosophic topology, Interval valued
neutrosophic semi closed set, Interval valued neutrosophic semi open set.

INTRODUCTION

Fuzzy set theory, Zadeh developed in 1965[16], characterizes fuzzy sets as membership functions that allocate a
degree of membership between zero. In 1983, Atanassov introduced the intuitionistic fuzzy set [2], a generalization
of fuzzy sets with membership functions and non-membership functions between zero and one. Smarandache
introduced the neutrophobic set[10], three separate membership functions—truth, indeterminacy, and falsity-that
each range from zero to one make up this idea. The neutrosophic set is a mathematical technique that is used for
dealing with problems comprising inconsistent, imprecise, and indeterminate data.Wang, Smarandache, Zhang, and
Sunderraman introduced the interval valued neutrosophic set [15] and discussed the characteristics of it. =~ Recently,
Interval valued neutrosophic topology [7]introduced and studied its properties by Nandhini. T and Puspalatha. A.
In this paper, we introduce new sets called Interval valued neutrosophic semi open set and semi closed set and also
to discuss its properties in interval valued neutrosophic topological spaces.
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Preliminaries:

Defintion 2.1 [15] Let X be space of points(objects), with a element in X denoted by y. An interval valued
netrosophic set (IVNS in short) G in X is characterized by truth-membership function T, indeterminacy-membership
function I; and false- membership function F;. For each point y X,  Te) 1), Fz(nclo1]

Definition 2.2[15] (containment) . LetA denotes infimum of any interval between[0,1]. Letv denotes supremum of
any interval between[0,1].An IVNSG is contained in the other IVNSH, G c H, if and only if

ATe() S ATz VT () < VT ()
AN = Al (), VIg) =2 Vi)
AF;(¥) 2 AFy () ,VF;(y) 2V Fy(y) forallyinX.

Definition2.3 [15] Two IVNSsG and H are equal, written as G=H, if and only if GcH and HcG. Let
ON = <[0'0]' [1'1]' [1'1]> 7 1N = <[111]r [0:0]: [O:OD

Definition 2.4[15] (Complement)The complement of an IVNSG is denoted by G  and is defined by Tz (y) =
F,(0);  inflg() =1-supls(y); suplg(y)=1—inflo(y); Fg(y) =T;(») forallyinX and G =G.

Definition 2.5[15] ( Intersection) The intersection of two IVNSsG and H is an IVNSI, written as I = G N H, whose
truth- membership function, indeterminacy-membership function and false-membership function are related to those of
Gand H by

@) AT (y) = mifi(A Tg (x), ATy (X))

VT (x) = min(Vv Tg(x), VTy(x))

(i) AL (x) = max(Alg(x) , Aly(x))

VI (x) = max(Vi;(x), VI (x))

(iii) AF;(x) = max(AFg(x), AFy(x))

VF(x) = max(V Fg(x), VFy(x)) forally inX.

Theorem 2.6[15]] = GNH is largest IVNS contained in both Gand H .

Definition2.7 [15](Union)The union of two IVNSsG and His an IVNSI, written as I = GUH, whose truth —
membership function, indeterminacy — membership function and false membership function are related to those of G
and H by

(@) AT () = max(ATe(y) , ATy (),

VT (y) = max (v Te(y), vV Ty (¥))

(ii) AL (x) = mii(A L (¥), ATy (),

VI (x) = mifi(V I (y), VI ()

(iii) AF () = mili(A Fg ), AFy (7)),

VF;(x) = min(V F;(y),V Fy(y)) forall y in X.

Theorem 2.9[15] I=GUH issmallest IVNS containing both GandH.

Definition2.10[5] An interval valued neutrosophic topological space( IVN topological space in short) of IVNS is a
pair (X, tjyn) where X is a nonempty set and 1yy is a family of IVNSs on X satisfying the following axioms:

(#) On,1n € Tyn

(i) GH €tyn= GNH € 1y

(iii) G; € tyn,1 €1 = Ui Gi € Ty

TrynMembers are called interval valued neutrosophic open sets (IVNOS in short). A Interval valued neutrosophic set
F is called interval valued neutrosophic closed set (IVNCS in short) if and only if the complement of Fis IVNOS.

Theorem 2.11 [5] Let (X, 1yy) bea IVN topological spaceand G,H € IVNSs(X) then the following properties holds:
(HIVNInt(G)<=G
(i1)G € H =IVNInt(G)<IVNInt(H)
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(iii)IVNInt(G) € tyy

(iv)G € tyy iff IVNInt(G) = G
()IVNInt (IVNInt(G) ) = IVNInt (G)
(vi)IVNInt(0y) = Oy, IVNInt(1y) = 1y

Theorem 2.12[5]Let & tvn) bea IVN topological space and G,H € IVNSs(X) then the following properties holds:
(1)G cIVNCI(H)

(i1)G € H =IVNCI(G)< IVNCI(H)

(iii) (IVNCI(G))€ € tyn

(iv) G¢ € yy iff IVNCI(G) = G

(v)IVRcl (IVRCI(G) ) = IVNCI(G)

(V)IVNCI(0y) = Oy, IVNCI(1y) = 1y

Theorem 2.13[5]Let(¥, 1y )beal VNtopological space and G,H € IVNSs(Y)thenholdthefollowingproperties:
(i)IVNInt(GH) = IVNInt(G) IVNInt(H)
(i) IVNInt(GUH)> IVNInt(G)UIVNInt(H)

(iii)) IVNNCI(GUH) = IVNCI(G)UIVNInt(H)
(iV)IVNCI(GNH) = IVNCI(G)IVNInt(H)
(v)(AVNInt(G))¢ = IVNCI(G®)
(vi)(IVNCI(G))® = IVNInt(G®)

3.Interval Valued Neutrosophic Semi Open Sets:

we present new concept called Interval valued neutrosophic semi open set (IVNSOS in short) in IVN topology and
also analyse its characterizations.

Definition3.1 Let Gbe IVNSof a IVN topological space (X, tyy). Then G is said to an IVNSOS of X if there exist
an IVNOS such that ~ IVNOS(G) € G € IVNCI(IVNOS(G)).

Theorem 3.2 An IVNS G in a IVN topological space (X, tjyy) is an IVNSOS if and only if G < IVNCI (IVNInt(G)).

Proof:  Sufficiency: Consider G < IVNCI (IVNInt(G)).

Then forlVNOS(G) = IVNInt(G), we have,IVNOS(G) € G € IVNCIIVNOS(G)) .

Necessity: Let G be a IVNSOS in X. Then IVNOS(G) € G < IVNCI(IVNOS(G)) for some TVNOS G. But IVNOS(G) ©
IVNInt(G) and therefore IVNCIIVNOS(G)) < IVNCI(IVNInt(G)) . Hence G < IVNCI(IVNOS(G)) € IVNCI(IVInt (G))
Theorem:3.3 Let (X, tyn) be a IVN Topological space. Then the union of two IVNSOSs is an IVNSOS in a IVN
Topological space (X, Tryn)-

Proof: Assume G and H be IVNSOSs in (X, tyn), then
Gc IVNCI(IVNInt(G)) and H c IVNCI (IVNInt(H)). Therefore G U H € IVNCI (IVNInt(G)) U IVNcl (IVNInt(H)) c

IVNCl ((IVNInt (G)) U ( IVNInt(H))) c IVNC]((IVNInt(G U H))), by theorem 3.2. Hence GUH is a IVNSOS in X.

Theorem:3.4 Let (X, tjyy) be an IVN topological space. If ~ {Gj}jea is a collection of IVNSOSs in an IVNSs in X.
Then Ujea G; is IVNSOS inX.

Proof: For each i€ A, there exists a IVNOSG;such thatlVNOS(G;) € G; € IVNCIIVNOS (G)). Then U;es IVNOS(G;) €
Uiea G; € UieaIVNCIAIVNOS(G;)) S IVNCI(U;a IVNOS (G;)). Let IVNOS(G) = U;ea IVNOS(Gy). Hence IVNOS(G) S
Uiea G; IVNCI(IVNOS(G)). Hence the proof.

Remark: 3.5As the following example illustrates, the intersection of any two IVNSOSs need not be an IVNSOS in X.
Example: 3.6 ConsiderX = {f, g} and IVNSs are

Oy = ([0,0,[L,11,[1,1]) , 1y=([L1][0,0],[00])

c
c
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([0.5,0.7],[0.3,0.61,[0.2,0.8]) ([0.4,0.6],[0.3,0.5], [0.4,0.7])>

A=
f g ’

_ (03071,10406],[0308)) (10.10.7}10.3,08}[0.2.0.6])
= : ,
_([05,0.71,[0.3,0.61,[0.2,0.8]) ([0.4,0.7], [0.3{,30.5], [0.2,0.6])>
= - ,

p_ (03071104061, [0308)) (0.107) [0.3g,0.8], 0407,
= : , .

Then tyy = {Oy,A,B,C, D, Iy} is IVN topological space on X.
Consider IVNS E and F as follows
B <([0.6,0.7], [0.2,0.5],[0.1,0.7]) ([0.6,0.7],[0.2,0.3], [0.3,0.6])>

([0.4,0.7],[0.3.0.6], [0.3,0.8]) ([0.2,0.8],[0.3,%.6],[0.1,0.5])>
a ’ b

Now IVNSs E and F are IVNSOSs. But its intersection,
([0.4,0.7],{0.3,0.6],[0.3,0.8]) ([0.2,0.7],[0.3,0.6],[0.3,0.6])
ENnF=¢( a ) b N
is not an TVNSOS in IVN topological space X.
Theorem:3.7 Let G be IVNSOS in IVN topological space,G € H < IVNCI(G). Then H is also an IVNSOS in X.
Proof: Since G is an IVNSOS, there exists IVNOS‘G’ such that IVNOS(G) € G € IVNCIIVNOS(G)). Since G € Hthen
IVNOS(G) €H and IVNCI(G) € IVNCIJVNOS(G)) and therefore G € IVNCI(IVNOS(G)). Hence IVNOS(H) S H <
IVNCI (IVNOS(H)) and hence His an IVNSOS in X.
Theorem 3.8Every IVNOS G in the IVN Topological space (X, tjyy) is IVNSOS in X.
Proof: Let G be an IVNOS in IVN topological space X. Then we have G=IVNInt(G). Also

IVNInt(G) € IVNCl (IVNInt(G)). Therefore G < IVNC](IVNInt(G)). Hence by theorem 3.2, G isa IVNSOS in X.

Remark 3.9:The following example indicates that the converse of the mentioned above theorem may not be true.
Example 3.10:Let X = {f, g}and IVNSs are
0N = <[0'0]' [1'1]' [1'1]> 7 1N = <[111]: [0:0]: [O:OD 7
. ([0.1,0.4],[0.1,0.3], [0.4,0.6])  ([0.6,0.8],[0.1,0.2], [0.2,0.3])>
= - , .
([0.1,0.3],[0.1,0.6],[0.5,0.8]) ([0.2,0.7],[0.1,0.2], [0.3,0.7])>
f ’ g
Tvn = {On, A, B, 15 }is IVN topology in the IVN topological space (X, tryy ).Considerthe IVNS “C” as
—¢ (f0.2,0.5],{0.1,0.5],[0.3,0.5]) ([0.8,0.9],{0.1,0.2], [0.1,0.2])>
= ; , .
C is IVNSOS but not IVNOS in IVN topological space(X, tyyn)-

4.Interval Valued Neutrosophic Semi Closed Sets:

Definitiond.1 Let Gbe IVNS of a IVN topological space X. Then H is said to be an interval valued neutrosophic
semi closed set (IVNSCS in short) of X if there exist an IVNCS‘G’ such that IVNInt(IVNCS(G) ) € G € IVNCS(G).
Theorem:4.2 A IVNSG in an IVN topological space X is IVNSCS if and only if [VNInt (IVNC](G)) cG.

Proof:  Sufficiency: Let IVNInt(IVNCl(G))QG. Then for IVNCS(G) = IVNCI(G), we have

IVNInt(IVNCS(G)) € G S (IVNCS(G)).
Necessity: Let G be an IVNSCS in & tyn). Then IVNInt(IVNCS(G)) € G € IVNCS(G) for some IVNCS ‘G’. But
IVNCI(G) € IVNCS(G) and thus IVNInt(IVNCI(G)) < IVNInt(IVNCS(G)).
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Hence IVNInt(IVNCI(G)) < IVNInt(IVNCS(G)) <€ G.

Theorem: 4.3 Let (X, tyy) be a IVN topological space and G be a IVNS of X. Then G is an IVNSCS if and only if G
is IVNSOS in X.

Proof: Necessity: Take G be a IVNSCS of X. Then by theorem 4.2,IVNInt (IVNC](G)) € G. Both sides taking

complement, G € IVNInt(IVNCI(G)) = IVNCI(IVNCI(G)). This implies Gc IVNC](IVNInt(G). By theorem 3.2, G is
IVNSOS.

Sufficiency: Let G isan IVNSOS in X This implies G < IVNCI(IVNInt(G). Both sides taking
Complement,GQ(IVNC](IVNIntE)) = IVNInt(IVNIntG ). This implies GoIVNInt (IVNC](G)). By theorem 4.2, G is
IVNSCSinX.

Theorem:4.4 Let (X, tyy) be an IVN topological space(i, Tyn)- Then the intersection of two IVNSCSs is a IVNSCS
in IVN topological space (X, tryn)-

Proof : Let G and H be IVNSCSs in X. Then IVNInt (IVNC](G)) C G,and IVNInt (IVNC](H)) c H. We have Gn
H o IVNInt (IVNCI(G) ) 0 IVNInt (IVNCI(#)) = IVNInt (IVNCI(G) n IVNCI(H) ) = IVNInt(IVNCI(G 1 H).

By theorem 4.2, G N His a IVNSCS in X.

Theorem:4.5 Let X, tyy) be a IVN topological space. If ~ {G;}ica is a collection of IVNSCSs in a IVNSs in X.
Then Nie, G; is IVNSOSs in X.

Proof : For each i€ A, there exist a IVNCS G; such that IVNInt(IVNCS(G;)) € G; € (IVNCS(G;)). Then
IVNInt(Nica(IVNCS(Gy) ) € Niea IVNINt(AVNCS(G)) € Nica Gi S Nica(IVNCS(G;) . let  TVNCS(G) = Nica(IVNCS(Gy) .
Hence the proof.

Remark:4.6 The union of any two IVNSCSs need not be an IVNSCS in X as seen from the following example.
Example:4.7
Let X = {f, gland IVNSs are
ON = <[0'0]' [1'1]' [1'1]> 7 1N = <[111]: [0:0]: [O:OD 7

"y ({0.1,0.3],[0.2,0.7],[0.4,0.6]) ([0.6,0.8],{0.2,0.3], [0.2,0.3])>

= - , .
([0.1,0.3],[0.3,0.8],[0.5,0.8]) ([0.2,0.7],[0.4,0.8], [0.3,0.7])>

f ’ g
Then vy = {On, A B, 1y} is IVN topological space. Consider an IVNSCS ‘C’ as follows
B <([0.2,0.3], [0.4,0.8],[0.4,0.9]) ([0.1,0.6],[0.7,0.8], [0.7,0.8])>

f g
Here C and B are IVNSCSs. But its union
([0.2,0.4],[0.2,0.7],[0.4,0.6]) ([0.6,0.8],[0.2,0.3], [0.2,0.3])>

f g

AuC=(

isnotan IVNSCS in X.

Theorem:4.8 Let G be IVNSCS in IVN topological space &, tyy) and suppose that IVNInt(G) € H € G. Then G is an
IVNSCS in X.

Proof: Let G be IVNSCS in (X, Tyyy). There exists a IVNCS ‘G’ such that IVNInt(IVNCS(G)) € G S IVNCS(G). Now
IVNInt (lvNa(G)) C IVNInt (G) and hence IVNInt(IVNCS(G)) € H. Hence IVNInt(IVNCS(H)) € H € IVNCS(H). Hence
H is an IVNSCS in X.

Theorem:4.9 Every IVNCS in the IVN topological spaceX is IVNSCS in X.
Proof: Let G be IVN closed set in IVN topological space X. Then G = IVNCI(G). Also IVNInt (IVNC](G)) c IVNCI(G).

This implies that IVNInt (IVNC](G)) € G. By theorem 4.2, G is IVNSCS in X.
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Remark: 4.10The converse of the preceding theorem does not need to be true, as demonstrated by the following
example.
Example: 4.11 Let X = {f, g}and IVNSs are
Oy = ([0,0], [L1],[L1]) , 1y = ([L1],[0,0],[0,0]) ,
"y ([0.5,0.6],[0.3,0.6],[0.2,0.8]) ([0.2,0.7],{0.1,0.2], [0.4,0.5])>
f ' g

_({0.3,04],0.4,0.7],[0.3,0.9]) ([0.1,0.5],{0.3,0.5], [0.6,0.7])>
= - , .
([0.5,0.6],[0.3,0.5],[0.2,0.8]) ([0.2,0.8],[0.1,0.2], [0.3,0.4])>
f ’ g
_ <([0.3,0.5], [0.3,0.7],[0.2,0.9]) ([0.2,0.5],[0.1,0.5], [0.4,0.5])>
= ; , .
Then tyy = {0y, A B,C, D, 1y} is IVN topological space onX.
Consider
( ([0.4,0.6],[0.2,0.6],[0.1,0.8]) ([0.3,0.6],[0.1,0.4], [0.3,0.4])>
f ’ g
E is an IVNSCS but not an IVNCS in X.

5.Semi-interior in IVN Topological Space

Definition 51: Let Xtyy) be a IVN topological space. Then for a IVNSG of
X, the interval valued neutrosophic semi interior of G [IVNSInt(G)in short] is the union of all IVNSOSs of X
contained in G. That is, IVNSInt(G) = U{L:Lisa IVNSOSs in Xand L <G}

Proposition 5.2: Let &, tyn) be an IVN topological space. Then for any IVNSsG and H of an IVNS X we have

i) IVNSInt(G)c H

if) G is IVNSOS setin X & IVNSInt(G) = G
i) IVNSInt (IVNSInt(G) ) = IVNSInt(G)

iv) If G2H then IVNSInt(G)cIVNSInt(H)
Proof:

(i) follows from definition 5.1.

(ii) Let G be IVNSOS in X. Then Gc IVNSInt(G). By using (i) we get that IVNSInt(G) = G. Conversely assume
thatlVNSInt(G) = G. By definition 5.1, Gis an IVNSOS inX. Hence (ii).

(i) IVNSInt(IVNSInt(G)) = IVNSInt(G), by using (ii). Hence jii).

(iv) Given GcH, using (i), IVNSInt(G)cG cH=IVNSInt(G)cH and

IVNSInt (IVNSInt(G) ) < IVNSInt(H). By (iii) we have IVNSInt(G)< IVNSInt(H). Hence (iv).

Theorem :5.3Let (X, T;yx) be a IVN topological space. Then for any IVNSsG and H of an IVN topological spaceX,
we have

(DIVNSInt(GAH) = IVNSInt(G) IVNSInt(H)

(i) IVNSInt(GUH)IVNSInt(G)UIVNSInt (H)

Proof: (i) For any IVNSsGand H we have GNHcG and GNHcH , using proposition 5.2(iv),
IVNSInt(GNH)cIVNSInt(G) and  IVNSInt(GAH)cIVNSInt(H). Therefore IVNSInt(GAH)<IVNSSInt(G) IVNSInt(H) --—-

By proposition 5.2(i), IVNSInt(G)cG and IVNSInt(H)c H=IVNSInt(G)NIVNSInt(H)cGAH. By using Proposition

5.2 (iv), IVNSInt (IVNSInt(G)NIVNSInt(H) ) < IVNSInt(GrH).

By applying(1), IVNSInt (IVNSInt(G))IVNSInt(IVNSInt(H) ) < IVNSInt(GH). By applying

5.2 (iii) IVNSInt(G) IVNSInt(H)< IVNSInt( GAH)--------------- ).

From (1) and (2) IVNSInt(GNH) = IVNSInt(G)~ IVNSInt(H). Hence (i).
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(ii) For any IVNSsG and H we have GeGUH and GeGUH, by applying proposition

5.2 (iv)IVNSIntGc IVNSInt(GUH) and IVNSIntH ¢ IVNSInt(GUH)=IVNSIntG U IVNSIntH cIVNSInt(GUH).
This implies (ii).

In Theorem 5.3 (ii), the equality need not be hold as seen from the below example.

Example:5.4 Let X = {f g} and IVNSsare
0N = <[0'0]' [1'1]' [1'1]> ’ 1N = <[111]r [Oro]r [010]> ’
A <([0.1,0.5], [0.2,0.6],[0.4,0.8]) ([0.6,0.9],[0.2,0.5], [0.2,0.4])>

= - , .
([0.1,0.2],0.3,0.8],[0.5,0.8]) ([0.2,0.7],[0.4,0.7], [0.3,0.7])>

f ’ g

Now, tyy = {On, A, B, 1y}is IVN topological space.Consider the IVNSs C and D are
= <([0.1,0.5], [0.3,0.6],[0.5,0.8]) ([0.4,0.9],[0.2,0.5], [0.2,0.4])>

B={

f
_([0.1,03],[0.2,0.8],[0.4,0.9]) ([0.6,0.7], [0.%,0.6], [0.2,0.5]) >
= . , ;

Now, IVNSIntC = 0, and IVNSIntD = 0. This implies that IVNSInt
CUIVNSIntD = Oy.Now, the union of IVNSs C and D is CuD=A. IVNSInt CUD = A. Hence
IVNSInt(AUB) IVNSInt (A)UIVNSInt (B).

6.Semi-Closure in IVN Topological Spaces

Definition 6.1: Let (X, 5yy) be a IVN topological space. Then for a IVNS G of ¥, the interval valued neutrosophic
semi closure of G [IVNSCL(G) in short] is the intersection of all IVNSCSs of X containingG.

That is, IVNSCI(G) =N {M: M is a IVNSCS in X and MoG}.

Proposition 6.2: Let (X, 1;yy) be a IVN topological space. Then for any IVNSG of X,
(i)(1VNSInt (6)) = IVNSCI(G)
(if) (IVNSCI(G) ) = IVNSInt(G).

Proof: By applying definition 5.1, IVNSInt(G) = U {L:Lis a [VNSOSs in X and LcG }. Applying complement on both
sides, We have(IVN§Int(G)) = (U{L:Lis aIVNSOSin X and LcG }) =n {L:Lisa IVNSCSin X and GcL }. By replacing L

by K, we get that (IVNglnt(G)) =n {K: K IVNSCS in Xand Gc K}. By applying definition 6.1, (IVNglnt(G)) = IVNSCI(G).
Hence (i).

By applying (i), (IVNglnt(E)) = IVN§C1(@) = [VNSCI(G). By applying complement on both sides, IVNSInt(G) =
(IVNSCI(G) ). Hence (ii).

Proposition 6.3: Let (X, 1;,y) be a IVN topological space. Then for any IVNSsG and H of a IVN topological spaceX.
Wehave

(i) G< IVNSCI(G).

(i) G is IVNSCS in X & IVNSCI(G) = G

(i) IVNSCI (IVNSCI(G) ) = IVNSCI(G)

(iv) If GeH then IVNSCI(G)<IVNSCI(H).

Proof: From the definition 6.1, (i) follows.
Let Gbe IVNSCS in X. By applying theorem 4.3,Gis a IVNSOS in X.

By proposition 5.2 (i), IVNSIntG =G & (IVN§C1(G)) = G © IVNSCI(G) = G. Hence (ii).
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By applying (ii), IVNSCI(IVNSCI(G)) = IVNSCI(G). Hence (iii).
Given GcH, then HcG. By applying proposition 5.2 (iv), IVNSInt(H)cIVNSInt(G). Applying complement on
bothsides,(lVN§Int(ﬁ))2( IVN§Int(E)). By proposition 6.2 (ii), IVNSCI(G)cIVNSCI(H). Hence (iv).

Proposition  6.4: Let G be a IVNS in IVN topological space(X tyy).  Then
IVNInt(G)<IVNSInt(G)=GIVNSCI(G)SIVNCI(G).

Proof: Proof follows from the corresponding definitions.

Proposition 6.5:Let (X,1yy) be a IVN topological space. Then for any IVNSsG and H of a IVN topological space
X. we have

(i)IVNSCI(GUH) = IVNSCI(G)UIVNSCI(H)

(i) IVNSCI(GNH)cIVNSCI(G)NIVNSCI(H)

Proof: We  know IVNSCI (GUH) = IVNgCl(((GuH))). By applying  Proposition  6.2(i),

IVNSCI(GUH) = IVNSInt(GUH) = (IVNSint((GH) ).

By applying 5.3(i), IVNSCI(GUH) = (IVNSInt(G)~IVNSInt(H) ) = (IVNSInt(G) U AVNSInt(H)).

By applying proposition 6.2(i), IVNSCI(GUH) = IVNSCI((G) U IVNSCI(H) = IVNSCI(G) U IVNSCI(H). Hence (i).

We know GNHcCG and GNHCH, by using proposition 6.3(iv), IVNSCI(GNH)IVNSCI(G) and IVNSCI(GAH)<IVNSCI(H).
= IVNSCI(GNH)CIVNSCI(G)NIVNSCI(H). Hence (ii).

In Theorem 6.3 (ii), the equality need not be hold as seen from the below given example.

Example:6.6

Let X = {f, g} and IVNSs are

ON = <[0'0]' [1'1]'[1'1]> 7 1N = <[111]: 0:0 ’ [O:OD 7

A <([0.2,0.6], [0.2,0.7],[0.5,0.9]) ([0.7,0.9],[0.3,0.6],[0.3,0.5])
= - , .

([0.1,0.2],0.2,0.9],[0.6,0.9]) ([0.3,0.8],[0.5,0.8], [0.4,0.8])>

f ’ g

tyn = {On,A, B, 1y} is IVN topological space. Consider IVNSs C and D as follows
"y ([0.6,0.71,[0.1,0.2],[0.2,0.9]) ([0.4,0.6],[0.2,0.3], [0.1,0.5])>
= : ,

b <([0.8 ,0.9],10.1,0.9],[0.8,0.9]) ([0.6,0.7], [o.io.é], [0.3,0.8]) >
= : , .

And their intersection is
([0.6,0.7],[0.1,0.9],[0.8,0.9]) ([0.4,0.6],[0.2,0.6],[0.3,0.8]) >
f ! g
Now, IVNSCI(CAD) = B¢ and IVNSCI(C) = 1y and IVNSCI(D) = 1y. We
have IVNSCI(C)NIVNSCI(D) = 15 Hence IVNSCI(C)NIVNSCI(D)z IVNSCI(CAD)

)

CnD =¢

Theorem 6.7: Let (X, 7yn) be an IVN topological spaces. Then for any IVNSs G and H of an IVN topological space X
we have,

(i) IVNSCI(G)2GUIVNSCI(IVNSInt(G))

(ii) IVNSInt(G)=GNIVNSInt(IVNSCI(G))

(iii) IVNInt (IVNSCI(G) ) cIVNInt (IVNCI(G) )

(iv) IVNInt (IVNSCI(G) ) = IVNInt(IVNSCI(IVNSInt(G)))

Proof:
By applying Proposition 6.3(i), GEIVNSCI(G)-----—---- 1)
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By applying Proposition 5.2 (i), IVNSInt(G)cG. Implies IVNSCI (IVNglnt(G)) cIVNSCI(G). Hence(i).

By proposition 5.2(i), IVNSInt(G)G......(1). And by proposition 6.3(1), GEIVNSCI(G).

Now, IVNSInt(G)c IVNSInt(IVNSCI(G))........ ).

From (1) and (2) wegetIVNSInt(G)cGNIVNSInt(IVNSCI(G)). Hence (ii).

By proposition 6 4, IVNSCI(G)cIVNCI(G). Wehave IVNInt (IVN§C1(G)) cIVNInt (IVNCI(G)).ThiS proves (iii).
By (i) IVNSCI(G)=GUIVNSCI (IVNSInt(G) ). Implies IVNInt (IVNSCI(G) ) = IVNInt (GUIVN§C1 (IVN§Int(G))).
We have IVNInt(GUH)oIVNInt(G)UIVNInt(H).

Hence IVNInt (IVN§C1(G)) SIVNInt(G)UIVN (IVN§Cl (IVN§Int(G))) S IVNQIVNSC (IVN§Int(G))

This proves (iv).
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ABSTRACT

Forty two bacterial strains were isolated from hydrolyzed trash fish wastes and qualitatively screened for
alkaline protease activity. Of the screened bacterial strains, one promising isolate identified as Bacillus
subtilis through morphological and biochemical characterization exhibited potent alkaline protease
activity. The optimal pH and temperature for alkaline protease production was found to be pH 9, and
37°C, respectively. Maximum alkaline protease activity was observed with glucose and peptone as
carbon and nitrogen source, respectively. The protease enzyme was purified by acetone precipitation,
DEAE (Diethylaminoethyl) sephadox A-50 ion exchange column chromatography. Purified protease
enzyme showed specific activity of 169.08 U/mL of protein with purification fold of 7.59. The SDS
(Sodium dodecyl sulfate) polyacrylamide gel electrophoresis analysis revealed that the protease enzyme has
the relative molecular weight of 60 kDa.

Keywords: Trash fish waste; Bacillus subtilis; alkaline protease; column chromatography.
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INTRODUCTION

Marine resources provide enormous benefits for human needs both in terms of food and economy, but in general the
fishing activities produce large quantities of organic waste and it can accumulate on the pool as well as suspended in
the water column near the coastal and its adjacent areas. The low economic value (adults and damaged) fishes that
are discarded during the process of post harvesting by-catching, poor handling, storage, distribution and processing
limit the utilization of a portion of the landed catches known as trash fish for direct human consumption. In India 10
to 20 % of trash fishes are landed in total fish catches [1]. Discarding of these trash fish creates enormous
environmental problem. So far, only limited trash fish used for traditional products such as salted fish, fish crackers,
fish sauce and fish meal [2] Apart from which fish wastes has many positive roles some of them are used as an
animal feed, biodiesel/biogas, natural pigments, cosmetics, fertilizers, dietic applications, food packaging and
enzyme isolation especially proteases. The enzyme isolated from these fish wastes has numerous economical values

(3]

Protease refers to a group of enzymes whose catalytic function is to hydrolyze proteins. They are also called
proteolytic enzymes or proteinases. Proteases are one of the most important groups of industrial enzymes, and
commercial proteases account for nearly 60% of the total industrial enzyme market [4]. They are widely used in
leather processing, detergent industry, food industries, bioremediation process, pharmaceutical, textile industry,
waste processing companies, and in the film industry etc. [5,6]. Proteases are obtained from plants and animal
organs. In recent years a number of studies have been conducted to characterize alkaline protease from different
microorganisms. However, many of the alkaline proteases applied to industrial purposes face some limitations such
as low stability towards surfactants and production of enzymes are very expensive [7]. It has been well demonstrated
that, a large proportion of commercially available proteases are derived from Bacillus strains [8]. Proteases derived
from Bacillus strains have wide applications in pharmaceutical, leather, laundry, food and waste processing
industries (Pastor et al. 2001). In view of the commercial interest, microbes from varied habitants have been
examined by many researchers for industrially suitable alkaline protease [9]. Instead of these cost effective growth
medium for the production of alkaline proteases from an alkalophilic Bacillus sp. is especially important. Generally,
the amount of enzyme produced greatly depends on strain and growth conditions. Therefore, there is a need to the
search of new strains of bacteria that produce proteolytic enzymes with novel properties and the development of cost
effective medium. The present investigation aimed to isolate, optimize enzyme production (submerged
fermentation) and purification of alkaline protease from Bacillus subtilis.

MATERIALS AND METHODS

Isolation of Proteolytic Bacteria

The fish wastes were collected from Annankoil landing centre, Parangipettai. The fish wastes were then hydrolyzed
for 21 days in closed container. At different time interval (0, 7, 14 and 21 days) 1 g sample was taken from
hydrolyzed fish waste and transferred to a sterile conical flask (250 mL) containing 100 mL of sterile distilled water
and serial dilutions (up to 10°) of suspensions were prepared. One hundred millilitre of aliquots was aseptically
inoculated on medium containing 5 g of beef extract, 5 g of peptone, 5 g of glucose, 3 g of sodium chloride, 15 g of
agar in 1000 mL of 50 % seawater at pH of 7.0 and incubated at 30°C for 24 to 48 h.

Screening and Identification of Proteolytic Bacteria

The purified bacterial isolates were streaked on skim milk agar plates containing 5 g of peptone, 10 g of glucose, 5 g
of yeast extract, 0.1 g of casein hydrolysate, 15 g of agar in 1000 mL 50 % seawater at a pH of 7.0 and were incubated
at 37°C for 24 to 48 h. The isolates showing a clear zone of casein hydrolysis were identified as protease producers.
Protease positive isolates were identified based on morphological and biochemical characterization according to
Bergey’s manual of determinative bacteriology [10].
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Optimization for Alkaline Protease Production Under Submerged Fermentation

The optimization studies included the production of protease under different pH (6-10) and incubation temperature
(25°C, 30°C, 35°C, 37°C, 40°C) of the growth medium, supplementation of the growth medium with different carbon
sources (10 g/L), such as lactose, maltose, dextrose, glucose and sucrose as well as different nitrogen sources (5 g/L),
peptone, beef extract, yeast extract, ammonium sulphate, urea, sodium nitrate and tryptone, respectively.

Mass Production Of Alkaline Protease Under Submerged Fermentation

The culture media used for mass production of protease contains Glucosel % (w/v), peptone 0.5 %, KH2PO4 0.2 %,
MgSO4 -7H20 0.2 %, Casein 1 % and pH 9.0. It was maintained at 37°C for 48 h in a shaking incubator. Then 1 mL of
enriched seed culture was inoculated into 250 mL flask containing 100 mL optimizing media. The culture was then
incubated for 48 h under shaking condition at 140 rpm. At the end of incubation period, the whole culture broth was
centrifuged at 10,000 rpm for 15 min, to remove the cellular debris and the clear supernatant was used for enzyme
assay and purification.

Protease Assay

The proteolytic activity of cell free supernatant of PAB28 was determined by following the method of Olajuyigbe and
Ajela 19, The assay system consists of following ingredients such as 1.25 mL Tris buffer (pH 7.2), 0.5 mL of 1 %
aqueous casein solution, and 0.25 mL culture supernatant. Approximate controls were also made by adding assay
mixture without culture filtrate. The mixture was incubated for 30 min at 30°C. After incubation, 3 mL of 5 % ice cold
tricarboxylic acid (TCA) was added to this mixture, and the formed precipitate was placed at 4°C for 10 min and
centrifuged at 5000 rpm for 15 min. After centrifugation, the cell free supernatant was collected. To 0.5 mL of
supernatant, 0.5 M sodium carbonate (2.5 mL) was added and the mixture incubated for 20 min. Five hundred
milliliter of folin phenol reagent was added to the mixture and the absorbance was read at 660 nm using UV-Vis
Spectrophotometer. The amount of protease produced was measured with the help of a tyrosine standard graph. The
protease activity was expressed in micrograms of tyrosine released under standard assay conditions [11, 12,13].
Specific enzyme activity was expressed as units/mg of protein.

Protein Estimation
To determine the protease specific activity, the concentration of soluble protein in the cell free sample was estimated
by the method described by Lowry et al.[14] by using bovine serum albumin as a standard.

Partial Purification and Gel Electrophoretic Characterization of Alkaline Protease

The supernatant were precipitated by adding two volumes of acetone and kept for 1 h at 4°C to allow complete
precipitation. The resulting precipitate was collected by centrifugation at 1000 rpm for 30 min and the pellet was air
dried and resuspended in a minimal volume of 20 mM Tris HCl buffer (pH 7.2). Finally, the insoluble substances
were removed by centrifugation at 1000 rpm for 30 min. The supernatant thus obtained was applied to ion exchange
column chromatography of DEAE sephadex - A50 (2.5 to 3.0 cm), which had been equilibrated with 20 mM Tris Hcl
(pH 7.2). After loading the sample, the column was washed with the same buffer until the optical density of the
elution was zone at 280 nm. The bound proteins were then eluted with a linear gradient of sodium chloride in the
range of 0.1 to 1 M in the equilibrating buffer. 4 mL of each fraction was collected at a flow rate of 40 mL/h. The
enzyme activity and protein content of the each fraction were determined. Homogeneity of the protein was checked
by SDS-PAGE, According to Laemmle’s method (1970) to determine the molecular weight of partially purified
protease. The molecular weight of the protease was determined from broad range molecular weight (10-250 kDa)
protein standards.

Statistical Analysis

In all experiments, the measurements were carried out with duplicated parallel cultures. Test for significant
difference was analyzed using one way analysis of variance (ANOVA) by SPSS 11.5 software.
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RESULTS

Forty two bacterial strains were isolated from hydrolyzed fish wastes. Out of 42 bacterial strains, twenty five strains
were exhibiting proteolytic activity. From the protease positive bacteria, one potential candidate PSR28 was selected
for further studies based on the largest zone of casein hydrolysis greater than 10 mm in diameter which was highest
as compared to other isolated strains. Based on the morphological and biochemical characterization, the isolate
PAB28 was identified as Bacillus subtilis. The effect of pH on protease production was tested with different range
from 6 to 10 and maximum activity of 188.97 U/mL at pH 9 and minimum activity of 79.88 U/mL at pH 6 was
observed (Fig. 1). The influence of temperature on protease production was determined at different temperatures
ranged from 25°C to 40°C. Maximum protease production of 216.48 U/mL was observed at 37°C and the minimum
enzyme production of 61.10 U/mL was recorded at temperature 25°C. However, increase in temperature beyond
37°C led to decline in protease production (Fig. 2).

In continuation of assessment of effect of pH and temperature on protease enzyme production, further, a range of
carbon and nitrogen sources were tested to maximize protease production. As shown in figure 3, of the five different
carbon sources tested, glucose was the most effective sole carbon source resulting in the increased protease activity
of 142.78 U/mL. Similarly, of the five different nitrogen sources tested, the maximum enzyme activity of 142.38
U/mL was observed in the presence of peptone added medium (Fig. 4). Whereas, ammonium sulphate shown
minimum (27.65 U/mL) value of protease production. The summary of purification data is given in Table 1. Protease
from the culture supernatant was purified by the combination of acetone precipitation followed by DEAE sephadox
A-50 ion exchange column chromatography. Initially the crude enzyme was concentrated by acetone precipitation.
Above fifty percent of purity was achieved with 2.2 fold purification. Following the acetone precipitation the resulted
crude enzyme precipitate was applied to DEAE sephadex A-50 column. Purified protease enzyme showed specific
activity of 169.08 U/mL of protein with purification fold of 7.59. The purified protease was analyzed by SDS- PAGE.
The purified alkaline protease was resolved on a SDS-PAGE found to be a homogeneous protein as evident by single
band corresponding to 60 kDa on SDS-PAGE relative to the standard molecular weight markers (Fig. 5).

DISCUSSION

Generally fish waste contains protease enzymes in gut and intestine and also contains proteolytic microbes. In the
present study, alkaline protease producing Bacillus sp. was isolated from the hydrolyzed fish wastes. Several species
of Bacillus sp. have been reported to be proteolytic and are commercially exploited [15,16]. Sudeepa et al. [17] isolated
the proteolytic bacteria such as Aeromonas, Bacillus sp. and Pseudomonas sp. from fish processing waste and also
found that among the Bacillus sp. they have tested Bacillus proteolyticus CFR3001 is a potential strain for production of
alkaline protease. Esakkiraj et al. ® reported a protease producing Bacillus cereus strain from gut of estuarine fish
Mugil cephalus using tuna fish processing waste as a substrate. In the present investigation, protease producing B.
subtilis were isolated from hydrolyzed trash fish wastes.

In the present investigation, the potential strain B. subtilis showed maximum protease activity in alkaline pH as
shown in Fig.1. Similar results were obtained from B. proteolyticus CFR3001 isolated from fish processing waste [18]
and B. subtilis isolated from mid gut of fresh water fish Labeo rohita [19]. Dunaevsky et al. [20] reported majority of
microorganisms producing alkaline proteases shows growth and enzyme production under alkaline conditions. The
present result coincide with Joo et al. [21] who reported that the protease production is maximum at pH 7 to 11 for
Bacillus sp. strain S4 and Pseudomonas sp strain S22. The temperature was found to influence extracellular protease
enzyme secretion; possibly changing the physical properties of the cell membrane [22]. In the present study the
maximum enzyme activity was recorded at 37°C and minimum enzyme production at 25°C. The similar findings
were observed in B. proteolyticus CFR3001 [17], whereas in another report by Fujiwara and Yamamoto [23], protease
activity exhibited by Bacillus sp. was higher at 30°C. Few previous reports suggested the optimum temperature for
protease production by B. subtilis and Bacillus aquimaris was found to be at 40 °C [24,25,26,27]
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Production of extracellular proteases has been to be sensitive to repression by different carbohydrate and nitrogen
sources [28]. In the present work, glucose was considered the suitable carbon source as compared to other supplied
carbon sources (Fig. 3). There are several reports showing that different carbon sources have different influence on
enzyme production by different bacteria and fungi. In our findings, next to glucose other carbon sources like lactose
and maltose also showed better protease production at 24 hrs but considerably reduced by 48 h of incubation. Similar
findings were observed in B. subtilis isolated from fresh water fish (Labeo rohita) gut [19]. Malathi et al. [29] reported
carbon sources such as lactose, maltose, sucrose and fructose as a best source for the maximal production of alkaline
protease, while Githashree and Prasad [30] have reported the highest protease when dextrose used as a carbon
source for optimization of enzyme production by B. subtilis. Mahendran et al. [24] found that sucrose is optimum
carbon source for production of alkaline protease from B. aquimaris. The present work also derived the suitable
nitrogen source for maximum protease activity by B. subtilis. (Fig. 4) among the nitrogen sources; peptone produced
maximum protease 71.54 U/mL. Wang and Hsu [31] found that casein and peptone were better nitrogen sources for
protease production by Prevotella ruminicolo. However, production medium enriched with natural sources (soya bean
meal) also reported as best nitrogen source for protease production [32]. Githashree and Prasad [30] optimized
protease production with peptone as nitrogen source; Kalaiarasi and Sunitha [33] reported that peptone was good
source for alkaline protease production from Pseudomonas fluorescens. Uyar et al. [34] reported that skim milk was a
suitable nitrogen source for production of alkaline protease from B. cereus strain CA15. In some earlier reports, it was
found that different nitrogen sources such as soybean meal, casamino acid, and peptone were effective medium
ingredients for the protease production by Bacillus sp. [8,9].

Ammonium sulphate is being commonly used for the enzyme purification for many years. But researchers have
found much more efficient methodologies such as protein precipitation by ammonium sulphate, anion exchange
chromatography, desalt/buffer exchange of protein, and gel filtration chromatography. In present study, during
purification all the proteins other than protease were bound to the matrix. Totally eighteen fractions were observed
and the fractions of protease were recovered in washing and the eight fractions had a highest enzyme activity that
the enzyme was purified 7.59 fold with a yield of 6.74%. The specific activity was 169.08 U/mg of protein. Similar
kind of behavior was also observed in the case of Bacillus sp. Protease [35] and Pseudomonas sp. protease [36]. Purified
alkaline protease from B. subtilis migrated as single band with 60 kDa in SDS PAGE under reducing conditions,
suggests that the purified protein was homogenous with high molecular weight. The relative molecular weight of
protease enzyme was previously reported from Beauveria bassiana (Bals.) Vuil. [37]. The microbial proteases and their
molecular masses ranged between 15 and 36 kDa with few exceptions of high molecular mass, such as 42 kDa from
Bacillus sp. PS719 [38] and very high 90 kDa from B. subtilis [39]. In previous findings, the alkaline protease from
Bacillus sp. was reported as a single band with molecular weight ranging from 16 to 32 kDa [40, 42] and other
halophilc and alkaline proteases have molecular weight in range from 40 to 130 kDa [41, 43]. Most of the purified
protease from B. cereus was found to have a molecular weight between 34 to 45 kDa [44,45]. Thus, the Bacillus subtilis
isolated from the hydrolyzed fish waste is a potent species that can be used for the large scale industrial production
of protease under the optimized environmental conditions.
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Table 1: Purification summary of alkaline protease produced from Bacillus subtilis under optimum condition

Total Total .
Total enzyme rotein Specific Purification
S.No | Purification steps volume oy P activity % yield
(mL) activity content (Ulmg) fold
) (mg)
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Figure 1: Effect of pH on production of alkaline
protease by Bacillus subtilis

Figure 2: Effect of temperature on production of alkaline

protease by Bacillus subtilis
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Figure 5: Molecular weight determination of purified alkaline protease by SDS-PAGE
(L1- Crude extract, M- Protein marker, L2- Purified alkaline protease)
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ABSTRACT

In this work, the queuing model is formed consisting of Serial and non-serial service channels. Concepts
such as feedback and reneging due to urgent call/message and impatient of the customers are studied in
the serial queues. The Balking behaviour is included in both types of the queues. The customers arrive in
Poisson stream from outside and may join any service channel of the queuing system directly. The units
may leave the serial channels of queuing model with or without getting service. The service time
distribution is negative exponential and arrival of customer is random. Marginal probabilities and mean
length of the queue have been calculated for unlimited to measure the efficiency of the system.

Keywords: Service channels, Poisson, exponential, Urgent message, Impatient behavior, Queue
discipline, Steady-state, Waiting space.

INTRODUCTION

Since last century, number of Mathematicians, Researchers and Statisticians have worked a lot in queuing theory
namely O’Brien (1954), Jackson (1954) Hunt(1955 ) , Finch (1959), Singh (1984)and many more. Meenu et.al. (2018)
studied the customers’ behaviour in multi-channel finite queuing system. Deepak et.al.(2021) studied the concept of
feedback and reneging because of important call and impatience behavior. Singh et.al. (2016) studied in his thesis
about serial queues linked with non-serial queues with balking in both types of queues along with reneging and
feedback in serial queues. Here, we study balking in non-serial queues and feedback is permitted from each serial
service channel to all its previous serial service channels which is an extension of research discussed in reference no
21 Keeping in mind the given details, a realistic and more general queuing model has been constructed such that:
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1. Rservice channels in series are linked with S non-serial Service channels .

2. The customers may join the system at any stage from outside directly and may leave the system at any stage
after service.

3. The customers may not join the service channels in both series and non-series service channels due to large

number of customers already present there and their joining rate depends upon the queue size.

Feedback is permitted from each service channel to all its previous service channels

There is reneging in serial queues either due to urgent call or due to impatient behaviour of the customers.

Arrival is Poisson distributed, service rate is negative exponential and queue follows SIRO pattern.

There is waiting space which is infinite.

N oG

FORMULATION OF QUEUING MODEL:

We studied the queuing model having serial service channels 0 ,0,,0,,...,0,_,,0, Wwith respective servers

S,,8,,8,,....8 S, - The last channel ngf the serial queues is connected with S Non-Serial service channels

MR 1
0,,,0,,0,,...,0,5,,0,y with respective server §, ,S,,S,,,...,S,,_,, 5,5 - The customers arrive for various

services at the service channels from outside in Poisson stream with T]iat 0,(i=1,2,3,..... ,R) and 77Uat
Q]j (] = 1,2, ...... ,S - 1,5) but the fresh customers may not join the queue Q (i = 1,2,3, ...... ,R) on seeing

the long queue there then the Poisson input rate 7];becomes 7,/a,+1 , @, is the number of customers in the

1

queue @, . Also, due to balking, the customer may not enter the non-serial queues Q] j ( ] =12,...... S-15 )

such that arrival rate would be

instead of T}, j The service time distribution for the servers Si(i=1,2,3,...,R) and

b,+1
Sij(=1,2,3,....,S) are mutually independent negative exponential distributions with parameters @, (i =123,..... , R)
and @, ( j=12,3,... " ) respectively. After completing service at Si, the customer either leaves the ith service
Pi

channel with probability ¢, or joins the next service channel with probability (i=1,2,3,...,R—1) orjoins

i+l

(121,2,3,...,i—1) such that

T

back for re-service any of its previous channels with probabilities 1
a, +
!
i-1
P i ;
dl. + +z =1 (l =1, 2,3,...,R—1). After getting served at Qr ,the customer either leaves the
a,+1 Ta+l

i+1

system with probability dr or joins back for re service any of its previous service channels with probabilities

s t,.
i(l = 1,2,3,---,R —1) or joins any non-serial queue Qi(j=1,2,3,...,S) with probability R such that
a,+1 b; +1
R-1 N .
d r Tt z Rl I + Z b Y " =1 Itis also seen that the customer shows impatience because of long queue and leaves
=

the system without getting service. Even at times, the customer receives the urgent call/message when they wait in
the queue and left the queue immediately even if there is no long queue. Under such situations, the average reneging

rates of the customer in the ith serial service channel have been taken ai due to urgent call/message(i=1,2,...,R) and
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—o;Ty;
a.

we

1
—o;Ty;

Ci .. due to impatient behaviour of the customer after a wait of certain time To defined by Cl. . =
1 1

a.

l—e “

where (U, is rate of getting served and { is the queue size
Such types of queuing modelsare commonly used in administrative setup of district administration.
P(d1 5y Uyyen.n ap ;b] , b2 ,b3 ges 'bS ;t) is assumed as the probability that at a time ‘t’ there are {; units

(which may balk or renege either due to urgent call or impatient behaviour or join the next channel or join back any
of its previous service channel or leave the system after getting service) waiting in the ith service channel before the
server Si(i=1,2,3,...,R-1), ar customers (which may leave the system or join back all its previous channels or join any
non-serial service channels) waiting in R service channel before the server Sk ;bj customers (which either balk or
leave the system after getting service) waiting in Qijbefore the server 5i(j=1,2,3,...,S)

Using the given operators, we formulate the system's equations in compact form.

Z.. Z,, and Z. ;. onthe vector a =(a.a,.854......ay ) defined by
Zj.[a]:(al_az_as_....._af.—1_...._aR): Z.‘_.[a}z(al_a:_as_....._a‘,.+1_...._aR);
Z'r"'r'+1'[a):(al*al“aj“""“ai+1"af+1_1""""ait)'

Differential-difference Equations: The differential-difference equations of the system are written as under:

@ faie) SIS S Sstper |
FFlabt|— §q4r1+;%+1+§5lq][@+q+%]+;(;)a?u abit

\. " TP Y lw,

S ipn( o, (2) 5, <= T (2. . S ep o, f (=3 3z
_.Zla_'P.Z.-"!a.Fb;f-_ZlbJP'mZ.;'-l.b!;f'_Z:l a' P | Z ;| a|-bit |

e i N\ . 4 A - ¥ 1 . ; ] fm i+l N\ . A

R 7 -
+z|:co,.df+cm__1+aj}P[Z.i(a].b;r]

i=1 E -

R i1 . !
>0 ai [(al.a:....a;_l.a, —lay...a;,+1,...a; ).b:f]

Fs R = i <}

5 i : s - -
+> o bﬂP(al-az-....aR +1Z, (b):1)+ > @, P(a: Z (b):1)
J=1 i

7=l

for @, 20.0; z0:(7=1.2.3.....R; j=12.3...... S)
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1
0

5(bj)={
And P((;.Z;;sz
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a, =0
a. =0

if b,=0

0 if any of the arguments is negative.

The Steady-State equations obtained from (1) by equating the time derivative to zero in differential - difference

Equation are as under

|:R :

.-%:({.-'Fl
R

2

=1

S5, 41
k3

;Fiij:-(z,.(ar].ES]ﬂLZ1

=

? R
+>° [m;dr. +cm_+1+ar.]P(Z.r.(?:r).5) 2@

i=1

s ‘.
+D @, bjiP(al.az..

J=1

for

Steady-State Solutions:
The equations in steady

S 1y R
+Z—+§§[a,.- )@, +et, +e,y

J

)

)+ i&(bj)q’.} P;’f a.
= A\

+E%P[Z_,=H_ (a@).b)

i+l

[a. ZJ_[ES]:]

i=1

il -
Zip[. (@ Qe 1. Oy =16 en @ + L. lp). D)
=]

=2

—~ S —~
ap +1. 72, (b))+z cole(&:ZJ(b)) (2)
J=1

..5)

form are satisfied by the following Steady-State solutions

@

2a g
| | < arye)

)

( (4 = e 1, @nA S |
PlaE —P'{ﬁl 5 14 =ia, + e ‘o e, ol 10 (a +Ia + g +a, ) ila,+INe +o +e, )
S G P I =
Jle+G +ea) : ITlen+ea+C)
: =1 : =l
\ \
= a
7+ R ) " A
1 (a+ B+ +e, ) TE@G+Uag+a+¢, )
al 5 i
? | [ a+og +C, )
=i
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s / _— ey
| Maa+ @ 2P 2 R 2 - De'r r 1R J
P11 (g o+ ; +0g 5 +C5 0, o) (Gp+Dap+og+og, )
: i e }
i T ];{[l gy +Cr g+, |
e - ER
| 77, + B 1Pr 1Pr 1
1\ £ (g + 1M @g_ + Hpy + €t 1)
T =
| = 1—[[)‘1&+Cx,.—'+abz]
L i
T+ “lmCr T+ Rlarfr
1 (B +D(cd, + O +Chy_y) 1 (By + Do, + oty +Cpy, )
Y aq Y e
s+ “KlrsCr Ths + Ol xs Pr
1 by +D(ex+an +Cm41) 1 (b +Dex +op +CRF>44)
B! as || T by ! g

Pr=ih Ky o, + Ko, + Ko, + o+ Ky o 1Pp 2+ K 1 Pr o+ K ypr \l

et 26 Vo
P2 =17+ %Jr Kooz Koy + K 20 2+ Kg 1201 + Kz 2Pz
:]
EaP3 - - - - -
£z =13+ —n T Kyppoa+ Kssps+  + Kg 2:3Pr 0+ Kpas30r.0 = K3z

’

5(R-equations)

Pr3Pr-3Pr-3

+Kp1r20ra2+ Kgr_20r
hg 5

Pro2 =Nr-2+

2 Pr 2 r 2
Pra=Tz, ++ + Kz r 1%
In 2

Pa =1+ D1 Pr 1 1 /l
] ]

Py,
Here.

R

o =7 +Z 7 5
1 — 1
= (a, +1M@ + o, + Cia, )

(q"}}lnor
a; + 1)((91" + ar’ + Cra_ +1)

O P oy
(a, + 1)y + &y + 0y, 40 )

2
Py =1+ + (

R .
5 Py Z 733 0;

L+ +
(@, +1)en + oy + oo, ) 5 (g + 1@ + o, + 6, y)
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Op 1 PraPr
(g + @5 + g +Cpy 1)

Pr=Tz+

For the sake of simplicity, we take

(I)IF:?— )
K, = (j=12,3,...5—-1)
(ar +1)((9r +Cra+1 +Q",)

h=(a,+1)w, +o,+C,, ;)(i=1.2.3....R)

These unknown parameters O 0, 05 Op | Pg can be found out by using (5) R-equations. Solving these (5) R-

equations for Opby finding the values of determinants, we get

( Do @an Do @sny PuaWies |
AL+ AL+ — A
| MeBes h._:_ Mea1Bpon h._:_ h._:_: M2 Bpms

+| D@y _P.-.--.-@’.-.--_- _P.-.--ﬂ.-.--: ___P=9= _P;ﬁ’; A, |
h, h )

_-': L@y Pys@py Py P20, 2,0, D
oM By B, Ry T b, B

|

P = |
. i@ g - o p3@p s o |
— p—}L gz — Pr i 'p—IL gealhaey — |
i h_ h, (6)
[P Pros@is PO '
ok, i, h,
(P, Do, PO, DO
> "B, h h
Then
! —K1 Kz - Kz —Kr-11
71;;01 1 —Eay - —Kga2z  —Kraz
o 71?@2 1 —Krp23 —Kpa3
D
o i 7‘?;3 —Kp 24 —Kp1a
3
Ap= i
o o 0 - Xror3 Erars
[ o [ 1 —Kpiro
o 0 o . “PR29R2 1
R
Continuing in this way
1 —&Ks; —&zy
iy 1 —K,,
Ay = ;;7101 1 —Kaa|. Ay =|—p@y 1 Ay :|1|:1
£l iy I
0 Py@ 1
1,
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Since Ophas been calculated, so we get Op_jby putting the value of Op in the last (5)R-equations, Op_, by putting

the values of Opjand Opin the last but one equation of (5)R-equations, continuing like this, we get the values of

pR—35pR_4a___ap3,p2,and R.

All the parameters 55535~ "5 Pr_1>Pp have been calculated except P (6, (N)J which can be

determined by normalizing condition

Z P (5 , [;) =1 and with the limitation that each service channel in the system has a lower than a unified traffic
0
0

T

intensity

P(a.5)=P(6.6) 1| 20 | L] ()
“ TIG+Cy+e) “ TTGs +Coy+as)
=1 =1
L ) L ™
) [J aﬂil! ap1
l_I(ffL +Cy + ) TICoey + Cays+ tay)
=1
[ . (s atmpPn
RS (o)™ 1 (B + D@ + 6tg + Crypr)
Gat £ | B » -
VU enrenran || |7 @
(ot wstmes V[ (o estwer
n (B + W @g + 0t + Cgy 1) 1| P B @y + e +Cry )
| Bt [ 1% ||
\ L

o

E*‘H

(W DalasPr
s By +1Ne2y + @, +Cpy )
ir D5

N

Thus,(7)a, 2 0,b, 20;(i=1,2,3,..,R; j =1,2,3,....,8)
! has been determined completely.

Further, since the present queuing model is being discussed in steady state conditions and derivative of P (07 ,b )
does not depend upon any specific queue discipline so in the long run, the reneging due to impatient behaviour of

the customers of the system becomes constant and reneging rate Cial_ would be Cl. (i =12,3,..., R) . Putting

Cial_ = Cl in the difference-differential equations (1), in the equations (2) and in the solutions (3) and (7), we get

steady-state solutions as under

5):1:[6_6)[ 1![m]" }
(u} +C - s )]a ]

1 s " 1 Pa
syt (m +C5 +ers) T arat wey +Cay tap )
"
y _— 2 T
]‘ 1 By 1 1)(@( Vg 1 Ce, D)
aR' [N +LR+aﬂ) 1Y @, )
The 122 h
1 (B +Den, +ctn +CThrypr)
! =R )

— lnn =
T (D Dy +tr +Cry 1)
[ s

=

A

[=8

. nfrs Pr
1 (Za, + D +otr +Cha)
bt

-

|
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a, 20,0, 20,(i=1,2,3,...,

Where,

R;j=1,2,3,..,5) o

pr=m+Kupy +Kyps+Kyps+ ..+ Kp01pp 0+ K 10r0 + Kripz

+ Ky + Kppy+ .+ Kp 2 2Pr 2 + Kp2Ppa + K2 Pr

@opp
. =17
Pr =11+ h

1

@, PP
+ T +Ky3py + Kszps +.. + Kp_y3Pp0 + K30z + Krapr

Pz =1]3

Dp 3Pr3Pr3

Pro=Tro + +Kp1r2Pr 1t Kz 2P

hy 4
©p 2 PasP
_ r2Pr2P R
Pra=Tzat + Kz 21Pz
T2
Do =My + Dp-1PriPrt.
hR*]

As discussed earlier, we can find Op from R-equations given above with the help of determinants or (Jp can be

_ P,
" (q, +1)(a)i +C, +q,

derived  easily  directly by  taking

)(j=1,2,3,....,R—1) and

h, = (bl. + 1)((01. +C, + ai)(i =1,2,3,..,5) inresults (6) and (7) and in the values of AR—]"“"A39A2

Using the normalizing condition, P ( 0, O) can be calculated from result (8) as under
=~ PN 80 1 Py 3
P(a.b)i P[O.O][ﬁ[ (e +Cy +a1)J J
[ [ @y + C +ah) J ]

1 Pra -
(@, +C; +as) +C +a) T g\ @y +C oy + i)

5

T+ Ol Of
L (B + D@+ 0 +C)

A e YL
a\ (2 +Cr+05) ) || &!

ay

T+ Del2207 T,‘ b+ Dol s P
1 (B + 1) + 0t +Ch ) 1 (B + (e, + 0 +Cpp )
B! ), b! s
[ e + OlesOn 1
1 (b +D(ey + 0ty +Ch, )
! Qs
L |
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a,20,b, 2 0;(i=1,2,3,...,R; j = 1,2,3,....,S)

Where,

®)

Pr=m+Kupy +Kup: +Kyps+ .+ Kz 01050+ Ky 1P + Kpip5

b2
Pr=T+ % +Kaps + Kppy+ o+ Kp oy 2Pp2 + K2 Pr0 + Ko pPr

1

@ P2P
P3=1s + T + Kyps + Kaaps + ..+ Kg 2302 + K 3051+ Kgapz

p

Wp 1Ppr_3PRr 3

Pra=1rs+ + K 20Pr1 T Kz 0Pz

By o
@p > Pr P
_ 22 Pr2Pro
Pra=Tza +— + Kz 24Pz

)
Op_ 1 Pr_1Pr—
. pR :nR + R-1L"R-1/"R-1

hR*]

As discussed earlier, we can find [Jp from R-equations given above with the help of determinants or Jp can be

.o .
derived  easily  directly by  taking I<l~j = — (] =1,2,3,..,R-1) and
(a, +1)(0%~ +C, +0‘;)

h, = (bl. + 1)((01. +C, + ai)(i =1,2,3,..,5) inresults (6) and (7) and in the values of AR—]"“"A39A2

Using the normalizing condition, P ( O, O) can be calculated from result (8) as under

- Zx: 1 [ p}t_l ] Tt .
doodp gt @ +Ch +0y

e 8 b, 5 B,
s 1(_ P ] S L[P_] - 1 [P_L] ; L[ﬂu] 5 L[P_]
gﬂ'bx![ﬂijCR +ap }bzﬂbl "oy -gﬂ'b:! o)) --E-Z:Obs! a3 mb_\zﬂbs! A5
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where,
@y Pply;

j=12.3...8
(ap + 1wy + o+ Co) 7

Oy =1+

Therefore,

Thus P(??. b :lhas been calculated completely.

Marginal Probabilities in Steady-state

International Bimonthly (Print) — Open Access

www.tnsroindia.org.in ©I[JONS

ISSN: 0976 — 0997

The steady-state marginal probability of the service channel Q1 having {; customers waiting for service before the

server S1 denoted by P (bl ) , is determined by using (8) and above result as under

(A )
No+C+a

P(a])z,,fo:;..,:akp(d’[;) = ( A ]
= QG
1{/%-}"
P@J:aJ‘?+§+fi for i=2,3,4,..,R~1,R
0,+C ta,;

Mean Queue Length
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Marginal mean queue length before the server Sl is derived by

tlaisa)
sala+Gra) A

L= aP(q)= .
a=0 a0 é‘ﬁ A+G+g
Similarly
S —1,2,3...R
o +C, +a,
=B o103 8
a;
Therefore, Mean queue length of the system =
3 s 2 3
2; pl_,r
L= L+>'L.= I o BT~
;le ; ’ fZ:l:m;+Cf+af ;(qj

Behaviour of Marginal Mean Queue Length of the Model with Arrival Rate taking varying reneging rate
Keeping various parameters fixed by taking some constant value:

1.

Probability of joining the next serverie. p, =05

2. Probability of joining back the previous serveri.e. r,, =0.02
3.
4

Number of customers before serial server i.e. g , =10

. Arrival rate before serial serveri.e.n, =25

Number of customers before non-serial serversi.e. b ;=12
Arrival rate before non-serial serveri.e. 7};; =10
Probability of joining the non-serial servers i.e. T, g =0.02

Service rate before non-serial serveri.e. ¢); =15

The given graph indicates the following results:

With the increase in service rate, the mean queue length of the system falls down gradually for various values of
reneging rate.It means by providing services quickly the person stops reneging and also the length of the queue
decreases .

Also with the increase in service rate, the system becomes independent of reneging rate .

Marginal mean queue length has higher values for lower value of reneging rate irrespective of the service rate

though the gap becomes lesser with the increase in the value of (0

CONCLUDING REMARKS

The important concept of balking and reneging are studied deeply in the present work because both the concepts
have a bearing effects on the direct as well as indirect cost of the business.

If the current model simply allows feedback from each service channel to its prior service channel, the outcomes
would be similar to those of the queuing model stated in reference no. 21.
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Service
rate i for
server Si

Servers
inSeries
Si

reneging rate before the serial
server

Marginal Mean queue length
before the server

Marginal mean queue length
before non-serial server

Mean queue length of the
system

10

11

30.82222

29.89509

29.83978

2.37094] 1.494754/ 1.286619

10.045623| 10.04145( 10.03988

12.41656| 11.5362| 11.3265

20

11

32.21363

30.71474

31.1914

1.400593 1.023825( 0.917681

10.045623| 10.04145] 10.03988

11.44622| 11.06527| 10.95756

25

11

30.58672

29.68903

29.69214

1.092383 0.848258| 0.773644
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ABSTRACT

This study compares the performance of a parallel and biserial priority queue system in fuzzy
environments. In this paper, we investigate fuzzy behavior of purposed model by applying two different
approach a-cut and L-R. The model consists biserial subsystems with priority discipline and parallel
subsystems assuming general arrival connected with common server. Numerical behavior of queue
Parameters are well explained by both methods.

Keywords: fuzzy, Priority, Parallel, L-R method, Biserial, a-cut

INTRODUCTION

Priority queues are extremely important in queuing theory for offering various customer classes high-quality service.
However, the input data for the priority queuing model is unpredictable, and fuzzy logics have been employed to
eliminate this ambiguity. When compared to crisp values, fuzzy concepts produce solutions that are more
acceptable. Numerous scholars developed queueing models in a fuzzy setting using various methodologies and
fuzzy numbers. Li and Lee [1], Gupta [2,3], Singh T. P. [4], Mittal [5], Sharma [6], ]. Devraj [7], B. Kalpana and N.
Anusheela [8,9] used Zadeh Principle based a-cut approach. Saini A., Gupta D and A. K. Tripathi [10] analyzed
queue system with heterogeneous server and bi-tandem queues in fuzzy by the use of a-cut. Ritha and Menon [11],
W. Ritha and S. Josephine Vinnarasi [12], Mukeba [13,14], Saini V, Gupta D and Tripathi A. K. [15] discussed the
queue models in fuzzy by applying feedback and triangular fuzzy numbers through the L-R method. Gupta D, Saini
A and Tripathi A. K [16] discussed queue characteristics of priority queue model consisting bi-serial and parallel

73385



http://www.tnsroindia.org.in
mailto:aartisaini195@gmail.com

Indian Journal of Natural Sciences w www.tnsroindia.org.in ©I[JONS

Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Aarti Saini et al.,

servers in stochastic environment. The present paper is fuzzy representation of existing study by using two different
approaches in fuzzy environment.

Definitions
Fuzzy Set If the results of a membership function of a function G defined on the universal set X is either ug(x) =
1;x € X or pg(x) = 0;x € X, then the function is said to be fuzzy.

o — cut approach

A fuzzy set L defined onX as L:X — [0,1] and for any a € [0,1], then the @ — cut a; = {x € X, u;(X) = a} for Lis a
crisp set.

Strong a — cuts: a + , = {x € X, u;(X) > a} whenever a lies between 0 & 1

Weak a — cuts: a; = {x € X, u;(X) = a} whenever a lies between 0 & 1 As all members of a fuzzy set must be greater
than or equal to a, it is important to view fuzzy sets as crisp sets.

Fuzzy Triangular Number

Anumber L = (I;,my,1;) is a fuzzy triangular number, if the membership function pz (x) of [ is defined as

(x—1 -y <
Im1—11' l1_x_m1
(X =4 I —x
wrX) |lzz——m1' m <x<l,
L 0,otherwise

Fuzzy L-R Number (J. P. Mukeba et al 2015,2016)

A number H = (hy, my, hy) is said to be fuzzy L-R < three real numbers my, hy, h, > 0, as well as two continuous,
positive and decreasing functions L and R, exist from R to [0,1], and satisfying the following conditions as such that
L@©)=1,L(1)=0,L(x)>0,lim,,.Lx) =0

R(0)=1,R(1)=0,R(x)>0, limy,..R(x) =0

m; —x
{L( 1h1 ), x € [my —hy,my]
ugX) = {R (x ;lzm1) x € [mymy + hy]
L 0,otherwise

A fuzzy number G is represented in L-R form as its L-R representation is of the form H = ( my, hy, hy) .z, Where
my, hy, h, are used as modal value, left and right spread of H respectively.
Supp (H) =(m; — hy, my + hy)

L-R fuzzy Arithmetic (J. P. Mukeba et al 2015, 2016)

L-R fuzzy Arithmetic operations on two L-R fuzzy numbers G =(my,g1,92).2&H = (14, hy, hy),p are define as
G+H= (my + 1,91 + Ry, g2+ hy) e
o G—H=(my—1;,91 +hs, g2+ h)ir
B G.H = (myly,mhy + g — g1hy, mihy + 119, + g2h2) 1k
E _ (ﬂ myh, 91 g1ha myhy +&+ g2 )
H \L 'L +h) L L +h) L —hy) L L —h) g,

Defuzzification

. ~_ e 1 . _gl+2g2+g3
A triangular fuzzy number G = (g1, g2, g3) fuzzified into crisp number G =>—=—

by using Yager’s formula.

Model Description
The purposed model consists three subsystems Ci, Cz, Cs. The Subsystem Cihas two biserial servers Cn& Cizand
subsystem Cz has parallel server Cz1 & Cz. Both Ci&C: are linked to Cs. Both type of low and high priority customer
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enters into the system either from biserial or parallel server. After being served the customer move to next server for
availing the service of next phase.

Notations
m,, = fuzzy low and high priority arriving customer,i=1,2 &j=L, H
):; = fuzzy Priority input rate,i=1,2 & j=L, H

~

. = fuzzy general arrivals, i=1,2

i, = fuzzy cost of service for low and high priority visitors,i=1,2&j=L, H
= fuzzy service rate at parallel subsystem

@, = fuzzy probabilities from i’th server to j'th server

L = The system's fuzzy queue length

Mathematical Approach
The utilization factors at different servers, based on the mathematical characterization of stochastic processes of the

work Saini A., Gupta D. and A. K. Tripathi (2023) are as -
A1+ Agua,

Y17 M (1 - agz0a31)
v = Aon + Aqgay,
z HzH(l _’0(120(21)
Vs H;%s
Va }1’20(45

(/\; + /\’2)(1 — 01201) + g5 [(Aqm + Azuoag) + (Aqr + Azraz1)]
tops[(Aon + Apan) + (Mg + Aqag2)]

Vs = }13(1 — (12021)
by A+ Agn) + gy (A + Agrag)
6 Lttt (1 - a12021)
My an + Aqpaig) + g (Aar + Aqnagp)
a Mo Mon (1 — a12021)
Solution of the model
mem“q,mz,d,m”,,m2,m3,m5 ZIVFWV?ZHV?Z]/FSVsms 6m1L_V7mZL

A-r)A-y2)A-y)A -y A =) —ve)A —¥7)
occur if Y, Y, Yy Yy Ys VoY, <1
Fuzzy representation of queue parameters and server utilizations are as follows-
My + AanGzy

" (- @)
7= A + 0y
* 7 fan(1— andn)
A
Y3 = =_
H1Q35
__h
Ya= =
. HaQys
Mt d?s[(lw + AZH@I) + (Au + AZLd;I)] + @5[(121{ + AlHdTZ) + (AZL + AlLdTZ)]
5= — =+ — —
M3 (- a12a21)~

5 (A + Aon @57) + i (Aay, + A2,@57)
[Tt (1 — dpdn)

’y‘g:
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— _ i (Gu+ @) +ign (L + 45
7= b (1= G2 3)
Fuzzy Lengths of queues
L= i=1234567
=
L=IL +L,+L;+L,+L;+Ls+L,
Average Waiting Time

EW) =%, A= 1y +hiy+Xo +Jon + 4 + 7,

Fuzzy Evaluation of Queue Parameters

Evaluation using L-R Method

Numerical Illustration

We get, L-R representations of utilization factor with the help of above numerical values
7. = (.3906,.2402,.4365)1x

75 = (.4167,.2395,.4550)1x

y3 = (. 5555,.2876,.6943)r
V2 = (.4,.316,.8821)r

¥s = (.6087,.3934,.8171)wr
Ve = (.6260,.4199,.9269)1r
y7 = (.7045,.435,.9731)r

7, =.3906
75 =.4167
75 =.5555
7 =4

75 =.6087
Ve = 6260
75 =.7045

and for Ly, Ly, L3, Ly, Ls, Lg, L, are .6410, .7144,1.2497, .6, 3.4984, 1.6738, 2.3841 respectively.
Supp (1) = (.3906 — .2402,.3906 +.4365) = (.1504, .8271)

Supp (v2) = (.4167 —.2395,.4167 +.4550) = (.1772, .8717)

Supp (¥3) = (. 5555 —.2876,.5555 +.6943) = (.2679, 1.2498)

Supp (7,) = (.4 —.316,.4 +.8821) = (.084, 1.2821)

Supp (¥s5) = (. 6087 — .3934,.6087 + .8171) = (.2153, 1.4258)

Supp (V) = (. 6260 —.4199,.6260 +.9269) = (.2061, 1.5529)

Supp (¥7) = (. 7045 — .435,.7045 + .9731) = (.2695, 1.6776)

Evaluation by a-cut method
As the Methodology adopted by Sameer et al [6], fuzzy parameters are represented as
Ay = (A 2 &),
1’471 = (Hiljrﬂizjr#?j).
@, = (afj, af,al;),
m=(utndoed),
L=A422523) vigj
Now, fuzzy utilization factors are defined as
~ Ay + a3y Ay + a5 A3y, By + a3, 3y
n= {#fH (- afa3) uiy (1 —afiady) 'uiy (1 - “%1“%2)}
— Aoy + adp Ay Moy +af A3y By +ai Ay }
2= {#gH(l — aj,a3,) iy (1 — abaf,) woy (1 — az,a1;)
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Nl

‘1 2 ‘3
j— { Al Al Al }
- 3 37,2 27 1 1
AzsHy  QA3gHy A3shy

_ { A A A }
Ya = 30 = ;
) ) agsuy’ “45/‘2 ayshy'
A+ A " “15[(111{ +azA5,) + (N, +az )]+ “25 [(A3y + aipAly) + (A3, + aiyA1,)] ]
13 u3(1 = ai,a3)
Aiz + Aéz " “15[(111{ + a3 A3y) + (A5, + “2112)] + “25 [(A3y + af A3y) + (A3, + afy25)] L
13 u3(1 —af,az,)
Af + 1'23 " “135[()3 + a3 5y) + (A3, + “2112)] + “25[()L +a, 3y) + (A3, + “1ZA§L)]J
13 131 — aj,az;)
ui (Mg + gy 5,) + puly (A3, + az1A3,)
ui iy (1 — aiya3;)
Ui A2y + a3, 25,) + piy (A2, + a3,73))
Wiy 1 — afyaf,)
w3 By + a3, 3,) + udy (A3, + a3,13,)
Lo ﬂflLﬂ}lH(l - ?%1“%2) Lo
par Aoy + @iz diy) + woy (A3, + @iz A1)
B3y (1= “132“31)
us, Aoy + af, 22) + psy (A5, + afy A3))
W usy (1 —ajiady)
w3, By + ad, By) + 13y (A3, + adhA3))
Moty (1 — azaqy)
From Table3, we get utilization factor
71 = (v, v2, v3) = (.2053,.3906,.5844)
Vs = (v3,v2,v3) = (.4456,.4167,.2983)
73 = (y3,v2,v3) = (.375,.5555,.8928)
V2 = (v}, v2,vE) = (.5495,.4,.1961)
75 = (va,v2,v2) = (.7640,.7778,.7937)
Ve = (v&, v, v3) = (.4580,.6260,.7597)
V7 = (vd,v2,y3) = (.7453,.7045,.6339)

A

X
I

’

N
I

’

’

I
I

and queue lengths

I, =— 1 —(.3393,.6410, .9657)
-7
I, =—2_ = (.7095,.7144,.4750)
- 1-y;
T, = —3_ = (1.0243,1.2497,2.4387)
. 1 £
Va
= = (.8761,.6667,.3126
Ly 1-7 ¢ )
=1 Vsy — (3.4539,3.5005,3.5882)
5
T = —°— = (1.1708,1.6738,1.9420)
1: Ve
=1 Zy = (2.4011,2.3841,2.0422)

De fuzzified values of utilization factors and length of queues by Yager’s formula are
y1=.3927, y;=.3943, y3=.5947, y,=.3864, y;=.7783, ¥s=.6174, ¥y;=.6971
L; = .6468,L, = .6533,L; = 1.4906, L= 6305, Lg=3.5108,L, =1.6151, L, = 2.3029

4
The most possible value of utilization factors and length of queues, are as -

y1 =.3906, V2 = 4167, ¥3 = .5555, V=4 Vs =.7778, Ve = .6260, y7; =.7045
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L, =.6410,L, = .7144,L; = 1.2497, L = 6667, Ls = 3.5005,L, = 1.6738, L, = 2.3841

RESULTS

Comparing the numerical values obtained by a-cut and L-R approach on same data,

1. Utilization factors and mean length of queue modal values are 7; =.3906, y; =.4167, ¥3 =.5555, 7, = 4,75 =.6087,
Vo= .6260, 7;=7045 and L, =.6410,L,=.7144,L; = 1.2497,L, = .6,L; = 3.4984,L, = 1.6738,L, =2.3841
respectively.

2. The most prevalent queue lengths and utilization parameters are L; = .6410,L, = .7144, Ly = 1.2497, L=
4

6667, Lg=3.5005, L¢=1.6738, L, = 2.3841andy; =.3906, 7, = 4167, ¥ = .5555, ¥, = .4, ¥z =.7778,

Ve = .6260, ¥; = .7045.
Thus, the values of utilization factor and queue length by a-cut are higher than the values by L-R method at
common server.

CONCLUSION

In this research paper, we have used two different methods a-cut and L- R on approximate same data to analyze the
queue behavior of priority queue network of biserial and parallel server in fuzzy environment. From comparative
analysis of these two methods, we cannot say which method gives more accurate results than the other because
values of queue characteristics obtained by both methods are almost same on all servers except the common server.
But we can observe that while calculating numeric values of queue parameters, the L-R technique is shorter, more
concise, versatile, and practical as compared to a-cut method. Comparative analysis of these two methods can be
applied on more complex models for more accuracy.
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Table 1. Fuzzy Particular Values

Customers in queue | Arrival times | Service costs Probabilities
my, = (2,34) 1, =(1,23) | i = (13,14,15) | @, = (.6,.4,.2)
myy = (34,5) 1y = (2,4,6) | iy = (14,16,18) | a5 = (.4,.6,.8)
my = (32,1) L, =234 | iz = (14,15,16) | @y = (.2,.3,.4)
Moy = (4,5,6) Ay = (3,57) | 1y = (16,18,20) | &5 = (.8,.7,.6)
m, = (13,5) X =(345) | w=(101214) | &Gs =(.4,.6,8)
ms = 643) A =0135 | @ =(131517) | @s=(3,5.7)

T = (26,27,28)

Table 2. Fuzzy L-R Values

Arrival times | Service costs Probabilities

Ar=@11) | i, =(1411) | a;=(4,.2,2)

Ay = (42,2) | fay = (16,2,2) | @35 =(.6,.2,.2)

@ =311 | i, =0511) | a; =(3,.1.1)

Loy =(52.2) | o = (1822) | @5 = (.7,.1,.1)

Xo=@411) | u=01222) | @ =(06.2.2)

4=0322) | up=01522) | @s=(5:2.2)

s =(27,11)

Table 3. fuzzy particular values

Customers in queue | Arrival times Service costs Probabilities
my, = (2,3,4) Lo=021) | fm=051413) | ap=(6,4,2)
myy = (3,4,5) Ay =0246) | fip=0141618) | i =(4.6,.8)
my = (3,2,1) L, =0234) | i, =061514) | a3 =(.2,3,.4)
Moy = (4,5,6) oy = (7,53) | 1oy = (16,18,20) | a5 = (.8,.7,.6)
m, = (1,3,5) 1 =345 | w=0141210) | @s=(4.6.8)

ms = (54,3) =531 | w=(171513) @ = (.3,.5,.7)

I = (26,27,28)
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Figure 1. Fuzzy Priority Biserial and Parallel Queuing System
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ABSTRACT

Super capacitors, the high-power energy storage devices, have gained significant attention because of
their rapid charge and discharge capabilities along with a longer life cycle. However, to further advance
their application in various domains like electric vehicles, renewable energy systems, and portable

electronic devices, there is a pressing need to develop advanced electrolytes that can enhance their
energy density, power density, and overall performance. This article presents a novel electrolyte
formulation (Lithium chloride in ethylene glycol & Magnesium acetate in methanol), designed to address
these challenges and improve the efficiency of the super capacitors. The enhanced specific capacitance
(Csp= 582 F/g &Csp= 360 F/g), Specific energy (SE= 323Wh/Kg & SE= 200 Wh/Kg) and Specific power
(5P=11628 W/Kg & SP=7200 W/Kg) offered by Lithium Chloride and Magnesium acetate electrolyte
material respectively open new avenues for efficient and sustainable energy storage solutions in an
increasingly electrified world. Further research and development in this direction are expected to unlock
the full potential of super capacitors, contributing to a cleaner and more energy-efficient future.

Keywords: Super capacitors, enhanced energy density, power density, and cycling stability, organic
electrolytes
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INTRODUCTION

In an era characterized by burgeoning energy demands and a growing emphasis on sustainable technology, the
development of higher performance energy storage devices has become paramount [1]. Among these, super
capacitors stand out as promising candidates due to their ability to deliver rapid bursts of energy, longevity, and
environmental friendliness. They have gained significant attention in recent years because of their unique ability to
reduce the differences between traditional capacitors and batteries [1,2]. They offer high power density, rapid
charge-discharge cycles, and a long operational lifespan, making them a promising candidate for a variety of
applications, from mobile electronics to electric powered vehicles and renewable energy systems [3]. The
fundamental component of any super capacitor is the electrolyte, which plays a major role in the determination of
the device's performance characteristics. The electrolyte serves as a medium for ion transport between the two
electrodes, enabling the storage and rapid release of energy [1,3]. Conventional super capacitors predominantly use
aqueous or organic electrolytes, each with its own set of advantages and limitations [4,5]. To advance the capabilities
of super capacitors and meet the growing demands of emerging technologies, researchers and engineers have been
actively exploring novel electrolyte materials and designs [4,5]. These innovations aim to overcome existing
challenges such as limited energy density, voltage stability, and temperature range. In brief, this article will outline
the design and synthesis of newer organic electrolytes to be used in super capacitor for enhanced performance,
safety, and environmental sustainability. This endeavour holds the promise of unlocking new horizons for super
capacitors, enabling their integration into a broader range of applications and accelerating the transition to a
sustainable energy future[5].

MATERIAL AND METHODS

Materials

All the required chemicals viz.; Amorphous carbon (AC)with particle size 40-100 microns, N-methyl pyrrolidone
(NMP), Polyvinylidene fluoride (PVDF) with molecular weight about 280,000, Magnesium acetate (Mg(OOCCHzs)2),
Lithium chloride (LiCl), Methyl alcohol (CH3OH) and ethylene glycol (C2H¢O2) were sourced from Sigma- Aldrich,
India and were used without any further sanitization. Twice distilled water was taken from deionizer and was used
where required.

Preparation of stainless-steel electrodes

The stainless steel electrodes (SSE) were prepared by cutting a stainless-steel strip into 1 cm x 1 cm square with
provisions to attach it to the potentiostat with crocodile clips. The outer surfaces of the electrodes were cleaned using
conc. HClI (12 N) and then rinsed with de ionized water and ethanol. Finally, they were kept in an oven maintained
at 70°C for 2 hours[5-6].

Deposition of amorphous carbon on SSEs surface

The 18mg amorphous carbon, 2mg PVDF used for binding in the ratio of 9:1 by mass was mixed with 0.4 ml of
solvent NMP. The mixture was homogenized using ultra sonicator to form a slurry. Then this slurry was deposited
onto the surface of SSEsusing a fine surgical blade covering surface area 1cm? and finally dried at 50°C for 10 hrs [6,7]
as shown in Figure 1. The active mass loaded on the SSE was determined by use of a microgram scale electronic
balance and was found to be 7.5mg/cm? per electrode.

Assembling of the super capacitor

The two electrodes as prepared above were taken and a What man filter paper soaked in electrolyte gel and
polyvinyl alcohol was inserted between the electrodes, and was wrapped in butter paper. Finally, the insulation tape
was wrapped around it as shown in Figure 2, to prevent dislocation during the further working and testing[8,9].
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Electro-chemical measurements

The electro-chemical features of the prepared electrodes were determined by Cyclic- Voltammetry curves (CV),
Galvano static charge &discharge (GCD) measurement and Electrochemical impedance spectroscopy (EIS) using 1 M
Mg(OOCCHSs),, IM LiCl electro active salts in methyl alcohol (CH3OH) and ethylene glycol (C2HeOz) solvents
respectively.

Cyclic voltammetry

Cyclic Voltammetry technique (CV) is a widely used electrochemical method that provides information about the
redox behaviour of a system. It is involved with applying a potential sweep to an electrochemical cell and
measurement of the observed current. The potential sweep is applied linearly as function of time, and the resulting
current is recorded, creating a cyclic voltammo gram. This voltamm ogram provides us information related to electro
analytical properties of the analyte in the solution or molecule that is adsorbed onto the electrode[9-10]. The value of
specific capacitance (Csp)in F/g was determined on the basis of the values collected from the CV measurement by
using the equation (1) and (3)

CSP = Zimav )
I At

CSp = ;E (2)
Q

Csp = m_AV (3)

where area under the CV curve is represented by A, k is the scan rate, m (g) is the active mass of material, AV (V) is
the voltage window, I (A) is the current during discharge, At (s) is the time of discharge, and Q is the stored charge in
coulomb which is equal to half of the integrated area of the CV curve [11]. The specific power (SP), measured as
W/Kg and specific energy (SE), measured as Wh/Kg were calculated according to equation (3) and (4), respectively.
SE = Csp(AV)2X 20 @)

7200

SP = 22 X 3600 6)
where td is discharging time[12,13,14].

Galvanostatic charge discharge (GCD) analysis and Electrochemical impedance spectroscopy (EIS)
Along with CV the GCD is also used to calculate Csp, specific energy (energy density) Wh/kg and Specific power
(Power density) W/kg using the equation (2), (4) and (5)[7,11,12] Further the EIS is also a useful technique to study
electrode/electrolyte interactions. The EIS parameters were derived using the Palmsem4.0 software.

RESULT AND DISCUSSIONS

CV measurement and analysis

The CV plots of Li & Mg ions were obtained and are as shown in Figure 3 &4 and the area under the curve were used
to calculate the specific capacitance Csp (F/g) of the designed super capacitor [17, 18, 19, 20] using equation 1. The
curves display capacitive performance of electrical double layer (EDLC) capacitor at various scan rates with
distortion free quasi rectangular curve for symmetric super capacitor which is preserved even with increase in
voltage of upto 2 V. This curve hardly shows any change in shape which points towards a good reversible nature
and high speed behaviour of prepared super capacitor cell [25, 26]. The plots between Csp and scan rate (mV) were
drawn and are shown in Figure (4) and 5. The CV values were detected at scan rates of 10 to 100 mV/s. If the scan
rate is low the electrolytes have time available to get into the pores of the electrode material, while if the scan rate is
high it only accumulates on the outsidearea of the surface so any increase in scan rate causes a decline in the specific
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capacitance as detailed in Table 1. Further the Csp was higher for Lithium ions as compared to Magnesium ions at
100 scan rate making Lithium ions a better electrolytic material.

Galvanostatic charge discharge and EIS measurements

The Figure 6 and 7 display the GCD curves obtained. They were quite similar with those reported in literature for
supercapacitor[15,16]. The GCD curves were obtained at specific current of 1.0 mA with a voltage window range of
1.0 V for 2 to 5 charge discharge cycles. The td value obtained from Figure7was 100s. The longer charge-discharge
time indicates the involvement of electrolyte in increased ionic conductivity which leads to higher energy storage.
The Csp, SE & SP obtained from GCD technique are as shown in Table 2 which shows an improvement in
electrochemical properties of the AC electrodes. The values of specific capacitance (F/g), Specific Power SP (W/kg)
and Specific Energy SE (Wh/kg) are in favourable agreement with those reported in literature.

EIS measurement

EIS is avery important tool to study impedance of supercapacitor through Ny quist plot to study electrode-
electrolyte interactions. The plot obtained are shown in Figure 9-11.The semicircle represents the ESR, equivalent
series resistance value which contains the electrode surface layer resistance which indicates the porous nature of the
electrodes. It is followed by a straight line area called Warburg region which indicates the development of electrical
double layer on the surface of electrode, where a charge transfer process between electrode and electrolyte interface
takes place. The EIS measurement were evaluated with the range of frequency between 0.1 to 10° Hz at sinusoidal
amplitude potential of ImA and 100pA at room temperature. The shape of the curve i.e. semicircle and a straight line
are atypical of supercapacitor. The equivalent series resistance (Resr) value at the starting intercept of the semicircle
at the real impedance axis side of higher frequency are 47ohm for Li and 1lohm for Mg, the diameter of the
semicircle can be used to calculate Rct, 103 ohm for Li and 59 ohm for Mg which indicates that the electrolytes have
lower internal resistance and high ion transfer and conductivity.

CONCLUSION

In conclusion, the development of novel electrolytes composed of electro-active metal salts and organic solvents
represents a promising avenue for designing supercapacitors with enhanced performance and activity. This
innovative approach addresses several key challenges in the area of storage of energy and offers a range of
advantages. First and foremost, the use of electro-active metal salts introduces a new dimension to supercapacitor
design. These salts, often derived from alkaline earth metals, provide higher energy density and improved charge
storage capabilities compared to traditional electrolytes. This enhancement in energy storage capacity is critical for
meeting the growing demands of modern electronics and renewable energy systems. Furthermore, the incorporation
of organic solvents in these novel electrolytes offers several advantages. Organic solvents, when chosen
appropriately, can enhance the overall ionic conductivity of the electrolyte, facilitating faster charge and discharge
rates. Additionally, organic solvents can improve the thermal stability of the super capacitor, reducing the risk of
overheating and enhancing its long-term durability. The combination of electro-active metal salts and organic
solvents in the novel electrolyte formulation leads to super capacitors with superior performance characteristics.
These super capacitors can deliver much larger power densities, reduced charging times, and long cycle lifetimes,
making them ideal for applications of a wider range like electric vehicles, portable electronic gadgets and energy
storage in grid.
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Table 1: Specific Capacitance (F/g) at various scan rates

S.No. | Scan Rate (mV/s) CLSII; SFC/g lgs‘(f l? /g
1 10 1591 2821
2 20 1461 1355
3 50 624 664
4 100 582 360

Table: 2 Carbon based Symmetric SCs using organic electrolytes:

Csp Specific Specific
Electrolyte Electrode material (Flg) Energy Power Ref
SE(Wh/kg) SP(W/kg)
Na2504/H20 AC 74.5 103 2574 5,6
Na2504 KBr/H20 AC 957.8 133 859.6 5,6
1M H2504 AC fibres 280 - - 10
1M H2S04 PANI grafted rGO 1045 60000 27
1M TEABF+/CAN Biomass derived carbon 224 92 - 9
Ethylene glycol/NMP Graphene 318 - - 9,10
IM LiClO4/PC MoO3 nanosheets 540 - - 7,8
0.5M LiClO4/PC PANI/Graphite 420 - - 7,8
EMIMBE. Thiol functiona. lized graphene ) 206 32000 15
oxide
1IMLiCl/ethylene AC 582 323 11628 This
glycol work
This
1M Mg(OAc)/MeOH AC 360 200 7200
work

Steel Electrode

Activated Carbon

Activated Carbon

Steel Electrode

Figure 1: SSEs before and after coating with AC
material

Figure 2: Assembling of the super capacitor
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Figure: 8 GCD curve of Mg ions for three cycles
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ABSTRACT

In this paper some compositions of z- intuitionistic fuzzy relation have been defined and Some properties
of z- intuitionistic fuzzy relation with respect to these compositions have been studied.

Keywords: Z-number, z-intuitionistic fuzzy relation, z-intuitionistic fuzzy relationship function,
compositions of z- intuitionistic fuzzy Relations, ' L” level Reliable z- intuitionistic fuzzy Relation.

INTRODUCTION

In this paper, we are introducing the novel concept, Z- intuitionistic fuzzy relation (Z- IFR) which is a generalization
of z-fuzzy relation. In our earlier paper, “The properties of compositions of z-fuzzy relations’ [3,4], we have
introduced the notion of compositions of z- fuzzy relations. Here we have extended this into some compositions of z-
intuitionistic fuzzy relation and studied its properties with respect to these composition rules.

Preliminaries

Definition 2.1

An intuitionistic fuzzy set(IFS) A is a set of ordered triples,

A ={x, pa(x), va(x)}

where pa(x), va(x) are functions mapping from X into [0, 1]. For each x € X,
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pa(x) represents the degree of membership of the element x to the subset A of X, and va(x)}
gives the degree of non membership. For the function pa(x) and va(x) mapping into [0, 1],
the 0 <u,(i,j) + u,(i,j) < 1holds.[1,9]

Definition 2.2

Z-number (Zadeh,2011). Z-number has two components Z = (A, B). The first component A , is a restriction on the
values which a real-valued uncertain variable X is allowed to take. Second component B, is a measure of reliability of
the first component. Typically, A and B are described in a natural language[8].

Definition 2.3

Z - Intuitionistic fuzzy relation

Let X and Y be arbitrary sets. A z- intuitionistic fuzzy relation R(X, Y) from X to Y can be described by specifying the
z- intuitionistic fuzzy relationship function. A z- intuitionistic fuzzy relationship function f from X to Y must be in
the following form.

For all x €X, yeY

£(x y)= (A y), B, y) [4]

where A (x,y) = (A;(x,¥), A, (x,y)) is an IFS with support in [0,1] and B (x, y) is a normal fuzzy set with support in
[0,1]. Here A (x. y) gives an intuitionistic fuzzy estimate of the strength of relationship and B(x, y) refers to the
reliability of the estimate (A(x, y)) of the strength of relationship [1,7].

Definition 2.4
Type 1 z- intuitionistic fuzzy relation
A z- intuitionistic fuzzy relationship function f from X to Y is said to be of Type 1 if for all x€X, y€Y, f(x, y) is a typel
z -number. In other words, 4, (x,y), A, (x,y)) and B(x, y) are real numbers.
Example:2.5
LetX = {xy,x;}and Y = {yy,y,,¥3}
Consider a z- intuitionistic fuzzy relationship function f is given in the matrix format
(f(x,-,yj)) Wheref(x,-,yj) is the element in i- th row, j-th column of the matrix .

< ((7,.2),1) ((.6,.3),.9) ((.9,0),.9) )

((.6,.2),.8)((.3,.6),1) ((:2,.6),.9)

For example, we note that, f(x3,y,) = ((.6,.3),.9)

So this means the strength of relationship between x1 and y2 is at least 0.6 and at most 1-0.3 =0,7 and the reliability of
this information is .9.

Remark 2.6

For ease of notation we shall drop the bracket around A4, (x, y), 4,(x,y)). In rest of this paper, z- intuitionistic fuzzy
relation will refer to type 1 z- intuitionistic fuzzy relation.

Compositions of z- Intuitionistic Fuzzy Relations

Let X, Y and W be arbitrary finite sets. Let P(X, Y) be a z- intuitionistic fuzzy relation from X to Y and Q (Y, Z) be z-
intuitionistic fuzzy relation from Y to Z respectively. Let {, g be the z- intuitionistic fuzzy relationship functions of P
and Q respectively. Let h be a z-intuitionistic fuzzy relationship function from X to W.

Suppose X = {x1,x2,x3...x1}, ¥ ={¥1,¥2,¥3 ... ym} andW = {w;, w,, ...wp,}. Let

f(xi 'yj) = (a1(i,j),(a2(i,j),b(i,j) ); ) (yirwj) = (Cl(i'j)'CZ(i'j)'d (l'])) and h(xirwj) = (U.1(i 'j)'uz(i 'j)' U(l ']))

Then we can compose the relations of P and Q in several ways

Sup-min, Inf-max, Overall min Composition
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The sup-min, Inf-min, Overall min composition of P and Q is given by the following z- intuitionistic fuzzy
relationship function h.

h(x,wp) = (ua()) uz(@ ), v(i, j))
whereu, (i, j) = Supk{min(a1 @i,k), ¢y (k,j))}

uy(i,j) = Infi {max (az(i, k), ¢z (k, /))}

The following result proves that (u; (i, ), u,(i,)) is a valid IFS membership function,
Result:3.1.1

Result:3.1.10 <u,(i,j) + uy(i,j) £ 1

Itis obvious thatu,(i,j) = 0 and u,(i,j) ) =0

So only need to verifyu,; (i,j) + u,(i,j) <1

Suppose
w (i) = Supp{min(ay(i,k),cy(k,))) )
= mln (a1(i, kl)lcl(kllj)) """"" (1)
and
w(i)) = Infi {max (G, k), ¢ (k. )}
= max (aZ (l, kz): CZ (er])) """"" (2)
Weknow a,(,m) + a,(l,m) < 1andc,(l,m) + c,(l,m) <1, since P, Q are Z- IFR relations.
From (1)
u (i,j) = min(a,(Q, kq),c1(kv,)))
<a (k) =1-ay(i k) = (3)

By definition
w(,j) = Infi {max (az(i, D), ¢2(1,1), - (@2(6, k1), c2 (e, ) )}

= max (a(i, k1), c2(k1,j)) = M (say) ——--(4)

Case i:M = a,(i, k)
Therefore
uy(i,7) < az(iky) - )
Adding (3) and (5) gives the required result.
Case ii:M = c,(kq,))
Note w;(i,j) = min(ay(i, ky), c1(ky, )

<a(kj) —(6)
Also from (4)

u,(,)) sk @)
So (6) + (7) gives the result.

Example 3.1.2

Let Z- IFR of P, f (xi, yj) be given by
Let R(X, Y) and R(X) are
((. 5.5,.8) (9.1,9 (8.2 .8))an 4 g; 'g% ((271 '17))
(4,.5,9) (7,.2,8) (.6,.3,.9) S PO
(6,.2,.7) (.3,.6,.9)

After calculating wi(i, j), u2(i, j) and v(i, j) the composition of Z-IFR becomes
((.6, 2,.7) (9,1, .7))
(6,.3,.7) (7,.2,.7)

Sup-min, Inf-max, Average min Composition 3.1.3

The (sup-min,Inf-max, Average min) composition of P and Q is given by the following z- intuitionistic fuzzy
relationship function h.

hixiw;) = (i j), v, j), v j)
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h(xiw;) = (ua @), uz (@), v (@)
whereu, (i,)) = Sup,{min (a,(i, k), ¢; (k, j))}
u,(i,j) = Infk{max(az(i,k), cz(k,j))}and

v(i,j) = 1/m {min (b(i,1), d(1,j)) + min(b(i,2), d(2,j))+...+ min(b(@i,m), d(m,j))}
Remark 3.14
In this composition also uy (i,j) + u,(i,j) <1

In the above example
Calculating wi(i, j), ux(i , j) and v(j, j) the composition of Z-IFR becomes

(6,.2,.8) (9.1,.8)
((.6, 3,8) (7.2 .8))

Properties of Compositions 3.4

Associativity

Theorem 3.4.1

The Inf-Max operation is associative.

R;::X->Y RyY—>Z RyuZ-W

Proof

Let

R;::X->Y RyY—>Z RyuZ-oW

((R1 oR,) o R3)(X, w) = mZin(max(R1 o R,(x,2),R5(z, w))
= maX(R1 o R, (%,zy), R3(zy, w)) (for some zy)

= max (myin(max(R1 &, y),R,(y, zk))), R5(zy, w))

= max (max(R1 &, vy, Ry (y; ,zk)) ,R3(zy, w)) (for some yy)
= maX(R1(X,y1), R, (y1,2x), R3 (2, w)) e (1)
Similarly we can show

(Ry ° (Rz o R3))(x, W) = maX(R1 ) maX(Rz (¥r2s), R3 (Zer)))
for somey,,zg

= maX(Ri(X,yr), R, (Vr,Zs), R3(zs, w)) ......... 2

Since ((R; °Ry) o R3)(x, w)

= minz(max(R1 o R,(%,2),R5(z, w))it follows ((R1 oR,) o R3)(X, w)
< max(R; © Ry(x,z,), R3(z5, W))

= max (myin(maX(R1 ¥Rz (y, Zs)))' R3(zs, W)>

< max (maX(Rl (X, Yr)r R, (Yrr Zs)) ,R3 (Zsr W))

= maX(Rl(Xr ye) Ra(yr rZs)r R3 (Zsr W))
= (Ry o (Ry ° R3))(x,w)
Thus we can shown

((RyoRy) e R3)(x,w) < (R0 (R R3))(X, W) ... (3)
Similarly we can show
((Ry°Rz) e R3)(x,w) = (Ry o (R °R3))(X, W) ... (4)

From (3) and(4)
((R1 °oRy) e R3)(X: w) = (R1 o(Ry° R3))(X: w)

Hence the proof
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Theorem 3.4.2
The Sup-Min, Inf-Max , overall Min composition is associative.
Proof:
Say Ry = (Ry1,Rip,Ri3) : X > Y
R, = (Rz1,Rp2,Rp3) : Y- Z
R3 = (R31,R3;,R33) : Z > Whe IFS.
Then consider the composition ¢ = Sup-Min, Inf-Max, Overall Min
* = Sup — Min
m = Inf— Max
= Overall Min

We note that
Rl ° RZ = (Rll * RZI' R12. RZZ 'R13 ) R23)

(Ry°Ry) Ry = ((Rn *Ra1) * Rsy, (Ri2® Ry;) MR35, (Ry3 " Ry3) 'R33) ------ ®
Rie(Rz°R3) = (R11 * (Ryg * R3q), Ri;m(Ry; MR3;), Ryz - (Ras 'R33)) ------ @
Since * , m, - are associative it follows (1) and (2) are equal.

Reliability

Definition 3.5.1

Reliable z- intuitionistic fuzzy relations

A z- intuitionistic fuzzy relation from set X to set Y given by R (x,y) = (R;(xy), R,(x,y), B(x,y)) is said to be reliable
if B(x,y) 205 forall (x, y) in X x Y.

Definition 3.5.2

‘L' level reliable Z- intuitionistic fuzzy relation

A Z-intuitionistic fuzzy relations from set X to set Y given by R (x,y) = (R1(xy),R2(x,y), B(x,y)) is said to be ‘L’
level reliable if B(x, y) > L for some L € [1/2,1]

Note: If L = 1, we say it is completely reliable.

Theorem 3.5.3

If P is Lr level reliable Z- IFR, Q is Lo level reliable Z- IFR then the (Sup-min, Inf-max, Overall min) composition of P
and Q is reliable at level of min (Lr, Lo)

Theorem 3.5.4

If P is Lr level reliable Z- IFR, Q is Lq level reliable Z- IFR then (Sup-min, Inf-max, Average-min) composition of P
and Q is reliable at level of min (Lr, Lo)

CONCLUSION

In this article the novel concept of Z-IFS has been introduced and some interesting results have been proved. This
concept has potential for applications in areas of medical diagnosis[2,4],forecasting etc..
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ABSTRACT

Psoriasis is an incessant autoimmune skin disease of inflammatory pathophysiology. It is expressed by
prolific growth and abnormal differentiation of keratinocytes. The prevalence of psoriasis is in around 2-
5% of the world population. The studies dictate that around 35% of people have moderate to severe
psoriasis. Several approaches have been explored by researchers, taking in regard different anti-psoriasis
drugs, but psoriasis treatment remains a challenge because of its chronic recurring nature and lack of
perfect carrier for a safe and effective delivery of anti-psoriatic drugs. Currently nano carriers have
gained prevalent purpose for unscathed and effective treatment of psoriasis. Novel nano carriers like
liposomes, transferosomes, niosomes, ethosomes, SLN, NLC, microspheres, micelles, nanocapsules,
dendrimers etc. have been thoroughly investigated. This review focuses on existing treatment options
along with the recent developments in this direction.

Keywords: Psoriasis, Nanocarriers, Anti-psoriatic drugs, Delivery system, Nanoparticle.
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INTRODUCTION

Psoriasis is an incessant inflammatory, autoimmune disorder of the dermis and epidermis. The worldwide
occurrence of psoriasis is 2-5%[1]. It is usually characterized by thickening of skin; excessive growth of red scaly
patches on the skin. It involves series of cellular changes like epidermal hyperplasia including vascular hyperplasia,
ectasia and generation of inflammatory cells such as T-lymphocytes, neutrophils etc. around the affected skin.[2, 3]
Psoriasis is categorized as chronic plaque, guttate, pustular, and erythrodermic based on the severity of the patient's
condition, location of the rashes and extra clinical characteristics.[4]Among these, chronic plaque psoriasis has the
highest incidence rate and occurs early before the age of 40 years and it affect to both male and female.[5] The
classification of types of psoriasis is shown in Tablel.

Pathophysiology of psoriasis
An array of events is followed in the pathogenesis of psoriasis, these are sequenced in Fig.1.The contrariness between
normal and psoriatic skin is elaborated in Table 2.

Challenges in psoriasis treatment
The main challenges in curing psoriasis are described here.

(a) Lack of suitable carrier: The main problem is the selection of an expedient carrier with suitable
physicochemical properties, which on addition change the absorption pattern and hence modifying the effect
of drug. Problems encountered with traditional carriers could be potentially resolved through the use of
unique carriers.[11]

(b) Absence of suitable animal model: Another challenge in the optimal drug delivery system selection is the
election of a suitable animal model.[12] While many animal models based on immunology and genetics have
been developed but none of them accurately reflects the traits of psoriasis without certain limitation.[13, 14]

Various treatment options for psoriasis

Generally, there are three main types of therapy for psoriasis a) Topical treatmentb) Phototherapy c) Systemic
therapy. Firstly, topical treatments are taken into consideration. When topical therapy is ineffective then
phototherapy is suggested.[15] Detailed descriptions of anti-psoriatic drugs with their novel carrier’s system for
delivery are given in Table 3. Conventionally, topical medication is used for mild psoriasis, but the absorption rate is
slow. In advanced stages of psoriasis, systemic therapy is chosen. In case of systemic therapy, dose administered is
high, which might show undesired effect. The pharmaceuticals adopted in the treatment of moderate to severe
psoriasis have exorbitant cost. The traditional topical medications are economic but due to the chronic recurrent
nature, psoriasis remains a challenge to treat traditionally (topical, oral and systemic) as shown in Fig 2. The overuse
of highly potent corticosteroids can cause thinning of the skin and other side effects, while coal tar and dithranol are
less effective. In systemic therapy drug like methotrexate, cyclosporine, and acitretin produce significant side effects,
low visual and cosmetic appeal leading to poor patient compliance.[16] The available conventional formulation for
psoriasis treatment encounters problems such as increased dosing frequency, side effects and decreased safety and
efficacy. None of these treatments have been proven to be safe and effective. Additionally the traditional formulation
have unaesthetic appearance and toxic effects when used for extended period of time.[17, 18]The need of a novel
delivery system cropped up. Extensive investigation is being carried out to accomplish a safe and effective treatment
of psoriasis via novel carriers.[19] Numerous approaches using novel carriers offered a variety of proslike enhanced
encapsulation efficiency, increased biocompatibility, bioavailability, reduction in dose dosing frequency leading to
improved patient compliance.[20, 21]

Prospective management of psoriasis

Recently, several attempts were made to utilize the NDDS approach to improve topical drug formulations used in
psoriasis. The most widely used drug delivery systems include lipid-based nanoparticles (i.e., nanoemulsion, SLN,
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nanocapsules, nano suspensions, liposomes, liquid nanocrystal, lipid drug conjugates) and polymeric based
nanocarriers such as polymeric nanoparticles, micelles, polymer drug conjugates as shown in Table 3.[23]

Classification of novel nanocarriers
Numerous adaptable and intelligent nanocarriers have been created as cutting-edge medication delivery systems for
dermal use.[37, 38]The nanocarriers mentioned in this review fall in four main classes:

1. Nanocarriers based polymers: micelles, polymeric nanoparticles, dendrimers, nanosphere, and nanocapsule.
2. Nanocarriers based lipids: liposomes, solid lipid nanoparticles, nanostructured lipid carriers and
Lipospheres.
Figure 3 illustrates many types of nanocarriers used to treat psoriasis.

Nanocarriers based on polymers

Various medicinal agents, including synthetic medications, herbal remedies, vitamins, peptides, and other
substances, are delivered via polymers. The size range of polymer-based nanocarriers ranges from 10-1000 nm, and
they are often constructed from environmentally benign polymers.[40, 41] Due to their simplicity in preparation,
ability to distribute medications precisely, and safety-related considerations, polymer-based nano-formulations have
become excellent delivery systems. Additionally, when applied topically, they are structurally stable and capable of
maintaining it for a longer period of time.[42, 43]

Polymeric micelles

These are self-assembling nano-sized (5-100 nm) colloidal particles with a hydrophobic core and hydrophilic shell,
used as pharmaceutical carriers for water insoluble drugs. These carriers High drug loading capacities, less drug
degradation, adverse effects, and enhanced bioavailability. Drug-polymer covalent attachment or physical
entrapments are both viable methods for achieving drug loading in a micelle.[44] These micelles nanocarriers have
applications in delivery of anticancer drug, antifungal agents, gene delivery, and also for the delivery of anti-
psoriatic agents.[45] Recently the therapeutic gene for treating psoriasis has also been delivered via polymeric
micelles. In this context, Fan et al. created modified specific si-RNA loaded polyethylene glycol, poly L-lysine, poly
L-leucine micelles.[46]

Polymeric nanoparticle

Nanoparticles generally vary in size from 10 to 1000 nm. Polymeric nanoparticles are of two types — nanospheres and
nano-capsules depending on the arrangement of drug in the polymer system. In nanosphere drug is entrapped or
dispersed in the polymer matrix. Polymers used can be either biodegradable or non-biodegradable in nature.
Biodegradable polymers are significantly used as potential drug delivery systems in the controlled or site-specific
delivery of drugs or bioactive such as DNA, proteins, peptides and genes through various routes of
administration.[47]

Dendrimers

A class of well-defined hyper branched polymers known as dendrimers was initially created under the name cascade
polymers.[48] A new family of dendrimers described by Tomalia et al. in 1983 called poly-amidoamine dendrimers,
sometimes referred to as PAMAM dendrimers which is blend of amines and amides.[49] Dendrimers proffer space
for the loading of drug in the central unit or even interact with the functional groups via electrostatic or covalent
bonds.The drug is released from the dendrimer by enzymatic degradation or by change in physical environment (pH
or temperature change)[50].Dendrimers have a series of advantages such as increased solubilization, controlled drug
release and formation of prodrugs, that is why they have great applications in the drug delivery system.Dendrimers
are used for distribution of antiviral, NSAIDS, antihypertensive, anticancer and anti-psoriatic drugs etc.[51, 52]
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Nanosphere

In this type of polymeric nanoparticle, drug is entrapped or dispersed in the polymer matrix. Polymers used can
either be biodegradable or non-biodegradable. Biodegradable polymeric nanoparticles are significantly used as
potential drug delivery systems in the controlled or site-specific delivery of drugs or bioactive such as DNA,
proteins, peptides and genes.*Polymeric nanoparticles deliver the drugs used in various diseases and
dermatological disease including psoriasis. Batheja et al., developed nanospheres in a gel formulation and evaluated
its permeation potential by using human cadaver skin exhibited enhanced drug permeation from tyrosphere as
compared to aqueous nanosphere formulation. [54]

Nanocapsules

Nanocapsules are polymeric nanoparticles in which one or more active core material is surrounded by polymeric
matrix (shell).[55]Nanocapsule can provide as nano drug carriers to achieve controlled release as well as proficient
drug targeting. Polymeric Nanocapsules are a valuable means for dermal applications. The primary advantages of
Nanocapsules include sustained release, increased drug selectivity and effectiveness, improved drug bioavailability
and reduced drug toxicity.[56]

Nanocarriers based on lipids

Generally, lipid-based carriers are comprehended from physiological lipids. Therefore, they are considered to be safe
and free from toxicity. Lipid-based nanocarriers are useful in many aspects such as controlled drug release, enhanced
stability, biodegradability, drug targeting, increased drug load and cost-effectiveness.

Liposomes

Liposomes are phospholipid bi-layered vesicular structures enclosing an aqueous compartment. Liposomes are
suitable for carrying both hydrophilic (in aqueous core) and lipophilic drugs (in lipid bilayer) due to its amphiphilic
nature.[57] Dermal delivery of drugs through liposomes is favored by its small size, lamellar, elastic and fluid
properties.[58] Phospholipids is main component of liposomal systems, are easily integrated with the skin lipids and
maintain the desired hydration condition to improve drug penetration and localization in the skin layers.[59]
Liposomes are used in topical as well as transdermal drug delivery , they act as penetration enhancer due to
diffusion of phospholipid molecules or nonionic surfactants into the lipid covering of the stratum corneum and
promote localized higher drug concentrations.[60] Calcipotriol, a vitamin D analogue was successfully delivered in
lipopolymer poly(ethylene glycol)-distearoylphosphoethanolamine (PEG-DSPE) liposomes with a significant
increase in drug deposition into the stratum corneum.[61] Doppalapudi et al., developed liposomal nanocarriers
containing psoralen for safe and effective PUVA therapy of psoriasis with better skin penetration.[62] Wadhwa et al.,
prepared fusidic acid (FA) loaded liposomal system for proficient management of plaque psoriasis.[63]

Solid lipid nanoparticles

Solid lipid nanoparticles are nanoparticles systems having size ranging from 50 to 1000 nm. They are composed of
physiological lipids and surfactants which form SLN on dispersion in water.[64]SLN offers exclusive advantages
such as large surface area, high drug loading capacity, minimal skin irritation, protective and extended drug release.
It is used in various cosmetic and dermatological preparations. Gambhire et al. (2011) reported the preparation and
optimization of dithranol loaded solid lipid nanoparticles.[65]

Nanostructured lipid carriers

Nanostructured Lipid Carriers (NLCs) represent an advanced form of solid lipid nanoparticles (SLNs) with
improved properties of drug loading, modifying drug release profile and stability on storage. NLCs are promising
drug carriers for topical application because of their improved skin retention properties.[66]Compared with other
topical vehicles like creams, tinctures, lotions and emulsions, the NLCs have several advantages such as controlled
drug release, negligible skin irritation, protection of active compounds and targeted drug delivery.[67]NLCs are
produced by mixing solid lipids (stearic acid, palmitic acid, carnauba wax, cetyl palmitate) with liquid lipids (oleic
acid, isopropyl myristate) and form to a lipid matrix with a specific structure. Lin et al. (2010) combined calcipotriol

73411



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©I[JONS

Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Virendra Kumar Singh ef al.,

and methotrexate in nanostructured lipid carriers for topical delivery, and reported efficient delivery of the
drugs.[68]

Liposphere

Lipospheres are lipid-based nanoparticulate carrier which is composed of solid lipid core surrounded by a single
unit phospholipid layer that may entrap the drug or coat with the drug. The emulsifying agent or stabilizing agent is
used to form uniform coating around the core material and to facilitate partitioning of the drug between the lipid
and aqueous phases.[69]Lipospheres have been successfully used orally, intravenously and by transdermal route for
the treatment of various ailments including psoriasis.

Nanoemulsion

Nanoemulsions are biphasic dispersion having droplet size ranging 5 nm to 100 nm,which may be either water in oil
emulsion or oil in water emulsion.[70] The small droplet size can resist the physical destabilization caused by
gravitational separation, flocculation and/or coalescence. It also avoids the creaming process because the droplet’s
Brownian motion is enough to overcome the gravitational separation force. Nanoemulsions can be delivered in
several dosage forms like liquids, creams, sprays, gel, aerosols, and can be administered via various routes like
topical, oral, intravenous, intranasal, pulmonary and ocular.[71]Khandavilli and Panchagnula (2007) formulated a
nanoemulsion (NE) to achieve penetration of paclitaxel into deeper skin layers while minimizing the systemic
escape.[72] Bernardi et al. (2011) formulated rice bran oil nanoemulsions and evaluated it for irritation potential and
moisturising activity on volunteers with normal and diseased skin types.[73]

Ethosomes

Ethosomes are soft, flexible and noninvasive delivery carriers. It is mainly composed of phospholipids, ethanol and
water. The characteristic feature of Ethosomes is its high ethanol concentration which is responsible for disturbing
the organization of skin lipid bilayer. Thus, these vesicles based on ethanol easily penetrate the stratum corneum and
are reported to be safe for pharmaceutical and cosmetic use.[74]Ethosomes are suitable for topical drug delivery as
they remain confined to the upper layer of stratum corneum. They have also been used for dermal, transdermal
delivery of numerous drugs for the treatment of several dermal diseases like alopecia, dermatitis and psoriasis.[75]

CONCLUSION

A variety of treatments are already available for psoriasis, still the treatment remains a challenge due to the
reoccurring nature of the ailment. In order to safely manage this disease, a new approach has been adopted by
introducing nanoparticle-based drug delivery. This might combat with the limitations of the conventional drug
therapy and also minimize the dose and it’s frequency, thereby improving patient compliance. Nanocarriers such as
liposomes, Ethosomes, Lipospheres, SLNs, polymeric nanoparticles, NLCs, nanocapsule, dendrimers, gold
nanoparticles, silver nanoparticles, etc. have successfully employed for anti-psoriatic drug delivery. These carriers
clearly present themselves as a tool to overcome the challenges associated with topical anti-psoriatic drug therapy.
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Table 1: Categorization of Psoriasis®’

Image Signs and Symptoms
Types

¢ Most people have plaque psoriasis.

e  Characteristic Feature: Silvery-white scale
affecting elbows, knees, lower back, and scalp.

e Itis the most prevalent types of psoriasis.

Plaque psoriasis

e  Children and the young are more susceptible to
guttate psoriasis.
e  Characteristic Feature: Tiny red scaly patches

Guttate -
psoriasis across the skin.
e Itisrigorous type of psoriasis.
e  Characteristic Feature: Small bumps show on
palms and soles causing discomfort and pain.
Pustular Puss containing bumps willl dry out and
. . produced brown spot on the skin.
psoriasis
e  Characteristic Feature: It occurs in skin folds,
armpits, under the breast and between
buttocks.”
Flexural e It can also affect the genitals. It is not usually
psoriasis scaly.
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Most common types of psoriasis occur only in 1-

2% of people.

Characteristic Feature:Skin looks like
burned. Patient feels severe hot or cold and deep

burning sensation.

it is

Table 2: Contrast between normal and psoriatic skin10

S.No Feature Normal Skin Psoriatic Skin
1 Blood Vessel Small Dilated and torturous
2 Inflammatory cells Absent Present
3 Abscess Formation Absent Present
4 Epidermis Thin Thickened
5 Scaly skin Absent Red, White scaly skin
Table 3: Anti- Psoriatic Drugs And their Novel carrier system
S.No Novel carrier system Anti- psoriasis drug Method of preparation
1. Liposome? Tacrolimus Self-assembly of the triblock copolymer
2 Liposomes® Capsaicin Thin film hydration
3 Ethosomes? Methotrexate Extrusion method
4 Liposomes? Tretinoin Fusion method
5 Nano emulsion® Clobetasol propionate Aqueous phase titration method
6 SLN? Mometasone Furoate Solvent injection method
7 Dendrimers® 8-methoxypsoralene Divergent method
8 Microemulsion® 8-Methoxsalen Hot homogenization
9 Nanostructured lipid carrier® Cyclosporine Modified hot Homogenization method
10 | Polymer based nanocapsules® Dexamethasone Polymeric layer at interface
11 PEG based liposomes Calcipotriol film hydration method
. . Modified micro emulsion
12 NLC® Fluticasone propionate Method
13 | Nanostructured lipid carrier® | Triamcinolone acetonide | Modified emulsification ultrasonication
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Binding of antigen to antigen presenting cells (APC) Various Treatment
Options For Psoriasis
Migration of antigen carrying APC to the lymphnodes @
—' Topical Therap)" |Sy5temic Therapy ‘ | Photo Therapy ‘
Antigen presentation by APC to T cell and co-stimulation t==Tar (crude coal tar, Extracts UV light therapy
I=tDithranol (anthralin)
Retinoids l=r= PUVA (Psoralen plus
. . . F===Retinoi i ;
Migration of clones of activated T cell to blood vessels Eg Tazarotine, Acelratin  |—roAcietn |c-Etanercept ultraviolet A therapy)
==¥itamin D3 analogue =r=-A dalimumab
Eg Caleitriol, Calcipotriol  {=-Methotrexate -
Migration of activated T cell fo epidermis and release ofcytokdines o i Infliximab
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Betamethasone dipropionate,
Mometasone furoate (MF)
Fig. 1. Pathogenesis of psoriasis.8, 9 Fig. 2 Medication options for Psoriasis.22
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ABSTRACT

The Multi-Layered Information Security (MLIS) system introduces a novel approach to authenticating e-commerce
applications. Authentication is the process of verifying the identity of a person or entity, and it controls access to
systems by comparing user credentials to authorized user databases or data authentication servers. Authentication
ensures secure business processes, safe systems, and protect corporate data. To facilitate quick identification of
online connections among different users, it is recommended to create a unique identity that matches all online
connections. This approach helps the Internet Access Security Service detect compromised physical connections and
vulnerable online connections that could be linked to a specific IP address. Multi-layer authentication systems can be
useful when there are multiple online connections with a single IP address, and a single user needs to be identified
across multiple other IP addresses, which can be accomplished through the Internet Authentication tool. The
authentication setup process can be multi-step, depending on the context of the user. The proposed method's
strength is to group authentication methods into categories to increase security for each authentication. This
approach enables the application to authenticate the user more securely in more than one way than traditional
authentication methods and allows authorized users to access the application. Additionally, the MLIS system adds
extra security to existing authentication methods, enhancing application security.

Keywords: MLIS, Database, DoS, Cyber Stalking

INTRODUCTION

The purpose of this research paper is to propose a multi-layered information security system that aims to enhance
the security of e-commerce applications during authentication. This proposed system is designed to address the
vulnerabilities associated with the traditional authentication methods used in most e-commerce applications. The
proposed system is made up of three layers: the user layer, service layer, and database layer. The user layer is the
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first layer of the system, where users are required to authenticate themselves using their credentials. This layer
provides the basic functionality that allows users to securely log into the system. The credentials may include a
combination of a username, password, and other biometric factors, depending on the level of security required. The
service layer is the second layer of the system, which performs the business logic of the e-commerce application. This
layer is responsible for verifying the user’s credentials and granting access to the application's features based on the
user's permissions. It also ensures that the user data is encrypted and protected during transmission to the database
layer.

The database layer is the third layer of the system, where user data and other sensitive information are stored. This
layer is responsible for ensuring the integrity and confidentiality of the data stored in the database. It implements
various security mechanisms, such as access control and encryption, to prevent unauthorized access to the data. The
proposed multi-layered system enhances the security aspect of the application compared to other legacy
authentication methods used by today's e-commerce applications. By implementing a multi-layered authentication
system, the proposed system can detect and prevent various types of attacks, such as brute force attacks, phishing
attacks, and social engineering attacks.

Layers in e-commerce applications

User Layer

In this layer, we have developed a login module that authenticates the user based on his/her username and
password. In case the user enters wrong credentials, then he/she gets redirected to the error page. If the user
successfully logs in, then the session id is stored in the cookie and sent back to the server. The session id is used to
identify the user throughout the application.

Service Layer

This layer contains the business logic of the web application. Here, we have implemented the following methods.
1) Login method : This method checks whether the user's credentials are correct or not.

2) Logout method : This method removes the session id from the cookie and redirects the user to the home page.
3) Register method : This method registers the user if the user does not exist in the database.

4) Update method : This method updates the details of the user if the user exists in the database.

5) Delete method : This method deletes the user if the user already exists in the database.

Database Layer

Here, we have created a table called users in the database. The fields of the table are user_id (primary key),
username, password, email, firstname, lastname, address, city, state, zipcode, country, phone, mobile, fax, website,
notes, date_created, date_modified. This layer is responsible for storing all the data and all the database operations.
Cyber-attacks in Banking Applications

Attacks on computers can take many different forms. It includes Distributed Denial of Service (DDoS), targeted
assaults, SQL injection (SQLi), defacement, and other types of attacks are the most common types of cyber-attacks.
Cyber Stalking

Cyberstalking is the use of the internet or other electronic devices with the intent to track someone. Online bullying
and online abuse are both terms that are used interchangeably. In general, following involves persistently annoying
or undermining behavior, such as following someone, visiting them at their place of business or residence, persisting
in badgering them on the phone, leaving written notes or complaints, or damaging their property. Cyber stalking is
an innovatively based "attack" on a single person who has been specifically targeted for that assault out of fury,
retaliation, or control.

Hacking

"Hacking" is misconduct, which entails destroying security protocols in order to get unauthorized access to the data
stored within them”. In this year alone, hacking had increased by 37%. Recently, a case of related hacking with
specialized web interfaces and obtaining private locations from city residents' email records was made public.
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Saltines are people who try to get unauthorized access to PCs. 'Indirect access' software that has been installed on
your computer is frequently used for this. Numerous wafers also try to access assets using sophisticated phrase-
cracking software, which checks billions of passwords in an effort to find the one that will allow access to a PC
(Stamp, 2011).

Phishing

It is just one of several online frauds that aim to deceive people into handing over their money. Phishing is the
practice of sending unsolicited communications to customers of financial institutions asking them to submit their
username, passphrase, or other personal information in order to access their account for unexplained reasons. When

customers click the links in the email to input their information, they are directed to a phoney replica of the original
business's website, keeping them unaware that they have been extorted (Schiller et al., 2007)

Malware

The biggest danger from online criminals is malware (viruses, worms, Trojan horses, and other dangers), which they
exploit to break into users' accounts and steal their bank information and other sensitive data. The fast expansion of
mobile devices like smartphones and tablet computers encourages the development of harmful software, or
malware. Computer scammers have been using malware software for the past few years to commit hundreds of
thousands of frauds on online customers in commercial sectors, particularly in online banking, in order to steal
substantial sums of money.

Automating online fraud

With the use of Automatic Transfer Systems, computer fraudsters and cybercriminals have now advanced the
situation (ATSs). With the help of SpyEye and ZeuS malware variants and Weblnject files, which are text files with a
lot of JavaScript and HTML codes, a new system for automating online banking fraud has been launched.

Denial of Services (DoS) Attack

Cybercriminals utilize denial-of-service (Dos) attacks to attempt to make network resources unavailable to its users.
Due to the seriousness of these attacks, discrete distributed denial-of-service (DDoS) attacks may soon bring down
not only a single website but also any intermediate service providers. Because of the significance of these
cyberattacks and threats to its business growth, online banking services must take substantial action to increase
security and maintain steady business growth.

Authentication types

The process of confirming that someone or something is, in fact, who or what it claims to be is known as
authentication. By comparing a user's credentials to those stored in a database of authorised users or on a data
authentication server, authentication technology controls access to systems. Authentication ensures safe systems,
secure business processes, and secure corporate data. There are several forms of authentication. Users are often
assigned a user ID for identification purposes, and authentication takes place when the user enters credentials such a
password that exactly matches their user ID. Single-factor authentication is the procedure of needing a user ID and
password (SFA). Companies have recently reinforced authentication by requesting more authentication elements,
including a special code that is sent to a user through a mobile device when a sign-on attempt is made or a biometric
signature, like a thumbprint or face scan. Two-factor authentication is used in this situation (2FA).

One Time Password (OTP)

One-time passwords, or OTPs, are important in many applications today, including e-commerce and banking
activities. They are utilized to increase the data communication's security. On the reliability of OTP, several security
applications are built. Information security could be seriously threatened by any OTP prediction. A gadget that can
produce an OTP using an algorithm and cryptographic keys is provided to the user. By using the same algorithm
and keys, an authentication server can validate the password. The OTP can be generated by a variety of software or
hardware, including personal digital assistants, mobile phones, and specific hardware tokens. The OTP generator
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provides tamper-resistant two-factor authentication using the most secure smart cards available: a PIN to open the
OTP generator (something you know), and the OTP smart card itself (something you have). Prior to recently, OTP
solutions relied on exclusive, frequently patentable time- or event-based algorithms. Due to the fact that OTP uses a
password-based authentication method, it is also susceptible to man-in-the-middle attacks like phishing scams. An
attacker can intercept an OTP using a mock-up site and pretend to be the user on the genuine internet web site
because there is no mutual authentication between the PC and the internet service provider server. One-time
passwords, are created either from a static mathematical formula or from the real time of day and vary on a regular
basis. For the generation of OTPs, there are essentially 2 methods:

¢ Based on a mathematical method
¢ Based on time-synchronized token

OTPs based on Time-Synchronized Token

Based on the client's password being provided and the authentication server's time synchronization (OTPs are valid
only for a short period of time). A security token is a piece of hardware that is used to generate time-synchronized
OTPs. A precise clock that is synchronized with the clock on the authentication server is present inside the token.
Time is a crucial component of the OTP method for these systems because new OTPs are generated based on the
current time rather than, or in addition to, the previous password or a secret.

OTPs based on Mathematical Algorithms

This method uses two different approaches to produce OTPs: one is based on the previous password, and the other
is based on a challenge. The order in which OTPs must be used is predetermined and is based on the preceding
password technique. The previously used OTPs may be used to create each new OTP.

Captcha Code

The acronym CAPTCHA stands for "Completely Automated Public Turing Test to Tell Computers and People
Apart," which refers to an algorithmic programmes for telling computers and humans apart. It can create and assess
exams that are simple for people to pass but impossible for computers to do so. Common CAPTCHA is mostly used
for human-computer verification and typically consists of symbols, text, photos, and sometimes movies. Numerous
harmful attacks against websites, networks, and servers gradually start to appear as the Internet and its connected
applications become more widely used. Google is committed to protecting the security of your data. By ensuring that
only a person with the correct password may access your account, CAPTCHA protects you from remote digital
entry. Computers are able to generate distorted images and process user input, but they are unable to understand or
solve problems in the same way as a human would in order to pass the test. Google is one of the many web services
that uses CAPTCHA to assist block illegal account entry. Other websites that provide access to private data, such
bank or credit card accounts, might also use CAPTCHA.

The effort was intended to help a variety of online activities, including email administrations, online purchasing,
web journals, and other online involvement. The client must register for these services by completing an online form.
However, since bots mimic human behaviour, they take advantage of these free services. It's a test to keep these
robotized bots out of online services. A review led by more than 150 people was conducted to evaluate the coherence
speed of CAPTCHA images. The participants in the study came from South Asian countries that do not speak Arabic
but can understand the Arabic text. A few tests were conducted to determine the strength of the empowering
CAPTCHA.(Bilal Khan et al.)

Permanent Identification Number

PIN codes are implemented independently of smart cards, the PIN code cannot be obtained by hacking a smart card.
Instead, each time someone tries to enter, the PIN code is retrieved from a central database. In the event that the
central database is unavailable, this PIN code is cached at each building. PIN codes were found to be four-digit
integers that cannot begin with a zero, allowing for 9000 possible permutations. Numerous services offered by NI
used or interfered with PIN numbers. As demonstrated in the ensuing sections, many services contain weaknesses
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that could allow an adversary to obtain and/or modify PIN codes. As a result of this study, NI has fixed several
issues. The information required to produce a series of PINs is found in PIN calculators. Additionally, the Internet
bank maintains a database where this information is kept. Customers use the calculator to create a new PIN each
time they need to access their accounts. They next input the new PIN into the GUI of the online bank, which sends it
to the security server of the bank. The server then does a database query to retrieve the information for the specified
PIN calculator, calculates the current PIN, and checks to see if it matches the PIN generated by the calculator.

Biometric Identification

Biometric identification is used exclusively for safe ATM transactions. The adoption of a biometric mechanism in
such a transaction, such as an iris/retinal scan, hand geometry, or fingerprint scan, can significantly increase overall
security. Simply registering their biometric data at a bank branch is all that is required of consumers. Then,
customers will only need to enter their biometric password, date of birth, and PIN number to withdraw cash from an
ATM. Currently, more than 15 million people utilize 80,000 biometrically enabled ATMs in Japan. In all smart
environments, biometric authentication is utilized to the utmost extent possible. The two most common methods for
biometric authentication are face and fingerprint recognition. The combination of face recognition and fingerprint
recognition can be installed in specific locations where a higher level of security is necessary. Typically, a camera and
fingerprint scanner will be used to gather biometric data on the client side, and that data will then be sent to a cloud
service provider to perform complicated tasks like face and fingerprint identification. The transmission of facial
photos and fingerprints from the client side to a server is a serious problem in these circumstances since an intruder
may try to steal that information and utilize it later.

Multi Factor Authentication

Today, digitalization has successfully reached every aspect

of contemporary society. Authentication is a crucial enabler for keeping this procedure secure. It includes a wide
range of topics related to a hyperconnected environment, such as communications, access right management, online
payments, etc. This study provides insight into how authentication systems have progressed from Single-Factor
Authentication (SFA) to Multi-Factor Authentication (MFA), passing through Two-Factor Authentication (2FA).
MFA is planned to be used specifically for human-to-everything interactions by facilitating quick, simple, and
trustworthy authentication when logging into a service. User authentication is the process of identifying a user based
on something they already know, possess, are, or do. It can also be based on a mix of two or more of these
characteristics. User authentication techniques are diversifying along with the wide range of dangers in online
contexts. A safe authentication mechanism called multi-factor authentication (MFA) calls for multiple authentication
methods to be selected from various categories of credentials. Similar to single factor, multi-factor authentication is
being used more frequently to confirm users' identities when they access cyber systems and information. MFA
provides a more effective and secure method of user authentication by combining two or more methods of
authentication.

Push Notifications

In pervasive mobile applications, where invocations happen asynchronously, cloud messaging push notification
systems are crucial components. It is crucial that mobile users are alerted promptly of the services that are available.
There are four different types of push notifications available, including those from Apple, Blackberry, Google Cloud
Messaging, and Microsoft.Push notifications in two factor authentication (MFA) implementation help consumers to
secure themselves and prevent cybercriminals, in addition to allowing vendors to send information right to your
fingers. It is well known that less is more for the consumer (more convenient, that is). Push notifications give users
the impression that they can feel "more" secure with "less" work and time with the simple push of a button.

Password Authentication

Despite widespread hacks and data breaches frequently taking advantage of password-related weaknesses,
passwords are still the most popular authentication method employed by Web-based businesses. The strength of
passwords is essential to password authentication techniques as multi-user systems quickly develop. Users can

73423



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©I[JONS
Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Jagan Raj Jayapandiyan and Anchal Kumari

choose secure passwords with the use of password strength meter. However, the current password strength meter
are insufficient to offer a good level of protection, forcing users to choose a strong password. The accuracy of rule-
based password strength measurement techniques is lacking, because platform-specific password frequencies are
different. Some online banking services utilize transaction authentication numbers (TANs) in place of one-time
passwords (OTPs) that can only be used once to approve financial transactions. Beyond the conventional single-
password authentication, TANs add an additional degree of protection. TANs function as a type of two-factor
authentication, adding extra protection (2FA). Without the password, the actual paper or token containing the TANs
will be meaningless if it is stolen. On the other hand, if the login information is obtained, no transactions can be
completed without a legitimate TAN.

The Web container triggers the authentication mechanism set up for that resource when you attempt to access a
protected Web resource. The following authentication techniques are available for selection

1) HTTP based identification

2) Form based identification

3) login authentication

4) Client certificate authentication

5) Mutual authentication

6) Digest authentication

7) The user will not be authorized if one of these techniques is not specified.

Multi-layer Information Security (MLIS)

Multi-layer authentication systems may be useful if, for example, there are multiple online connections with a single
IP address and they must resolve the connection of a single user from across multiple other IP addresses. This can be
done using the Internet Authentication tool. You can view the security details for an instance of the Microsoft
authentication feature, such as the password, a MAC ID, or a private key. The process of setting up authentication
can take several steps depending on the context of the specific user. The easiest way to quickly and easily identify an
online connection between different users is by creating a unique identity to match all of your online connections to.
This can provide the Internet Access Security Service with the ability to detect when a physical connection is
compromised and that an online connection is vulnerable because a breach could be linked to a specific IP address.
The user login procedure includes, verification of the user login every time by at least two authentication methods.
Also implementing time out for user session and mandate re-login on user session expiry. Example for combines
authentication could be Rotating PIN + Password, Password + Bio-metric, Password + OTP, Hardware USB key +
Password or Rotating PIN + Password. On the other hand, for the application logs in to a server every time by
unique hardware signature. It should also mandate time out values for application session and request re-login on
time out expiry. Example for multi layered application login could be MAC based unique machine login along with
rotating PIN or SSH login with rotating PIN.

Proposed algorithm for user login

User enters username for login in the application.

1) MLAS select two different authentication methods randomly.

2) One comes from authentication group-1 (Biometric, Password or Hardware key)

3) One comes from authentication group-2 (OTP methods)

4) User responds to the MLAS authentication challenge.

5) If the user’s response for both the challenges are same, then security system allows the user and grants access to
the application.

6) If the user’s response for one of the challenges is invalid, then security system restricts the user and grants access
to the application.
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CONCLUSION

Advantage of the suggested approach is the greater security it provides for each authentication by grouping the
various authentication techniques. The security of the application is multiplied by using this collection of
authentication techniques. With the help of this authentication approach, the application is able to rigorously
validate the user using a variety of traditional authentication techniques while still granting the authorized user
access. MLIS strengthens application security by adding an extra layer of protection to the current user and
application authentication techniques.
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ABSTRACT

Survival analysis, a statistical approach, evaluates the duration until a significant event, like death or
failure, transpires within a population. When employed on clinical data concerning heart failure patients,
this methodology forecasts the probability of distinct outcomes, such as survival or death, unfolding
across time. Such insights prove valuable in guiding treatment choices and enhancing patient well-being.
Our study employed a Statistical package to establish a survival function and a Cox proportional hazard
model. This enabled the creation of a curve based on heart failure data. Medical professionals can employ
our findings to pinpoint areas necessitating attention for augmenting the survival rates of individuals
afflicted with heart failure.

Keywords: Heart failure, survival, hazard functions, and Cox proportional

INTRODUCTION

Heart failure is a syndrome with symptoms and signs brought on by a malfunctioning heart and shortens lifespan
[1]. In Western nations, heart failure affects 1% to 2% of the adult population and 5 to 10 people per 1000 years,
respectively [2], [3]. It is expected that the burden brought on by heart failure will increase soon given the country's
rapidly aging population. Therefore, it is crucial to research and examine the variables that affected patients with
heart failure of survival times. In medical research, follow-up is a popular method for examining the laws of nature;
examples include examining the effectiveness of a drug, the recovery period following surgery, and the lifespan of a
medical gadget [4] [5]. The preceding studies have one thing in common: it will take some time to track down the
research items. This period is known as the survival time in statistics. The so-called "survival analysis" is the study of
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how survival time is distributed and what influences it [6] [7] [8]. Since D.R. Cox first presented this model in 1972,
the proportional hazard regression model has become the method that is most frequently employed to predict the
connection between covariates and survival or other censored outcomes [9]. In this study, the survival-time data
were modelled using the Cox proportional hazards model, and the survival distribution was examined for important
influencing factors.

METHODS

Collected information on personal multiple chronic conditions and the length of time the patient has been observed
or was observed in the days leading up to their passing. A survival function and a Cox proportional hazard model
were used to interpret the results. Serum creatinine and serum sodium were measured in MD/dL. The Cox
proportional hazard model was used to test the patient's probability for different parameters. There are statistically
significant differences; hence, the study of the probability of survival curves to estimate overall survival time was
used for the analysis. The data were analyzed using SPSS software.

Statistical Analysis

The patients with anemia, diabetes, high blood pressure, smoking habits, and gender were entered as covariates. The
hypotheses regarding the effects of covariates on time-to-onset for heart failure were analyzed by Cox proportional
hazards. The event of interest is anemia: 0 for no anemia, 1 for having anemia, and death treated as 1, death, and 0
for being alive.

Cox Proportional hazard

The Cox proportional hazards model, sometimes referred to as Cox regression, is a semi-parametric method for
survival analysis that looks at the correlation between the timing of an event (such as failure or death) and one or
more predictor factors. It assumes that the hazard function, or the likelihood that an event will occur at a particular
time, is proportional to a baseline hazard function and estimates the coefficients for the predictor variables, which
measure their influence on the hazard. The Cox model is frequently employed in engineering, medical research, and
other disciplines to assess time-to-event data. The Cox proportional hazards regression model is given as follows:
The proportional hazards model assumes that the time to the event and the covariates are related through the
following equations

h(t) = hy(t)e " it te)
-7

where h(t) symbolizes the anticipated hazard at a given time t, and while ho(t) denotes the fundamental baseline
hazard. This baseline hazard signifies the hazard level when all predictors (X1, X2, Xp) are set to zero. It's noteworthy
that the projected hazard (h(t))—essentially, the likelihood of encountering the event of interest in the imminent
moment—is a result of multiplying the baseline hazard (ho(t)) by the exponential function of the linear amalgamation
of predictors. Consequently, these predictors impart a multiplicative or proportional influence on the projected
hazard.

Hazardratio

The hazard ratio is a measure that quantifies the relative risk or probability of an event occurring at any given time
for one group compared to another. It's a key concept in survival analysis, particularly when using techniques like
the Cox proportional hazards model. The hazard ratio provides insights into how different factors influence the risk
of an event happening over time. In the context of survival analysis, the hazard ratio compares the hazard rates of
two groups (often referred to as "treatment” and "control" groups, or "exposed" and "unexposed" groups). It indicates
the ratio of the hazard rates for these groups, thus giving an understanding of the impact of a specific factor on the
event of interest. The hazard ratio allows researchers to assess how different predictor variables affect the risk over
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time. It's a crucial concept in survival analysis for understanding the relative risks associated with various factors
and how they influence the timing of events.

RESULTS

The following information summarizes categorical covariates:

According to the aforementioned table, approximately 97.9% of the patients were censored, and the majority of them
were male patients (64.9% and 35.1% of the total). 32.1 percent of patients smoke, 67.9 percent of patients do not
smoke, 64.9% of patients do not have high blood pressure, 41.8% of patients have diabetes, and 58.2 percent of
patients do not have diabetes. 43.1% of patients are anemic, compared to 56.9% who are not. The Cox proportional
hazards model accounts for all factors in the survival-time data. The results are displayed in the table below. The Cox
proportional hazards model revealed significant effects on patients' survival times for age, high blood pressure,
anemia, creatinine phosphokinase, ejection fraction, and serum creatinine. The Exp(B) column presents the hazard
ratio, which represents the multiplicative change in the terminal event hazard per unit increase in a predictor. If the
hazard ratio is below 1, the regression slope is negative; conversely, if it exceeds 1, the slope is positive [10]. A hazard
ratio of 1 denotes an unchanged risk due to the covariate's modification. The succeeding two columns depict the
hazard ratio's 95% confidence interval. Age escalated the likelihood of heart failure-related mortality by 4.5 times
(HR: 1.047, 95% CI: 1.028-1.067), while serum creatinine augmented the likelihood by 1.366 times (HR: 1.366, 95% CI:
1.191-1.565).

CONCLUSION

Given the global population's aging and the rise in heart failure prevalence that has resulted, the need for developing
therapeutic methods to reduce age-related heart failure is critical. As our understanding of the biology of aging and
heart failure has advanced in recent years, new avenues for intervention have emerged. The main risk factors for
increased mortality among heart failure patients are increasing age, high blood pressure (above the normal range),
higher levels of anemia, and lower values for the ejection fraction (EF). Increased serum sodium levels can lower the
risk of dying. The presence of diabetes, smoking, or the patient’s gender significantly affects the results.
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Covariates Count | Percentage
Event 96 32.1
Censored 203 97.9
Male 194 64.9
Female 105 35.1
Smoker 96 32.1
Non-Smoker 203 67.9
Hyper tension 105 35.1
Non-Hypertension | 194 64.9
Diabetes 125 418
Non-Diabetes 174 58.2
Anaemia 129 43.1
Non-Anaemia 170 56.9
Table 2:
Variables in the Equation
B SE | Wald | Df | Sig. | Exp(B) | 95% CI for Exp(B)
Lower | Upper
Age .046 | .009 | 24519 | 1 | .000 | 1.047 1.028 1.067
Anaemia -455 | 217 | 4407 | 1 | .036 | .634 415 970
Creatininephosphokinase | .000 | .000 | 4971 | 1 |.026 | 1.000 1.000 1.000
Diabetes -137 | 223 | .379 1 | .538 | .872 .563 1.350
gjection fraction -049 | 011 | 21593 | 1 | .000 | .952 .933 972
High blood pressure -472 | 216 | 4756 | 1 | .029 | .624 408 953
Platelets .000 | .000 | .209 1 |.647 | 1.000 1.000 1.000
Serum creatinine 312 | .070 | 20026 | 1 | .000 | 1.366 1.191 1.565
Serum sodium -044 | 023 | 3652 | 1 | .056 | .957 914 1.001
Sex 240 | 252 | 909 1 ]340 | 1271 776 2.081
Smoking -119 | 251 | 223 1 | .637 | .888 543 1.453
'

Figl: a) Survival fimction at mean of covariates

time

b) Survival curves of male and female

Fig. 1 a): For both men and women, we plot the cumulative survival function while analyzing each covariate at its
mean value. The survivor function in the context of this study depicts the probability that a randomly chosen
firm will continue to operate over time. b) The survival curve for heart failure patients, assessing the difference
between male and female survival.
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Fig2: a) Hazard function at mean of covariates b) Hazard curves of male and female

Fig. 2a: a) After assessing all factors at their mean values, the cumulative hazard function for both males and
females is plotted. This graphical representation effectively illustrates the distribution of risk over time.
Generally, this function becomes more informative with time. The hazard function exhibits a peak over time,
indicating an escalating risk of occurrence. b) The hazard curve scrutinizes the survival discrepancy between
male and female heart failure patients.
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ABSTRACT

A forensic dentist plays a significant role in identifying deceased individuals in natural as well as
manmade disaster conditions, with specificity in mass casualties linked to aviation disasters. Because of a
dearth of an all-encompassing and extensive fingerprint catalog system, dental identification continues to
have crucial importance worldwide. The most valuable aids for dental identification are prostheses,
restorations, missing, and carious tooth/teeth. The following article aims to discuss the efficacy of laser
etching to identify prostheses of three different types during major burns/accidents. All three Laser
micro-etched restorations, ie., all-metal, porcelain fused to metal and zirconia, resisted temperatures up
to 1000 degrees for 15 minutes and the etched numbers were easily identifiable. Laser micro etching is an
ablative method that is very precise and accurate and can be utilized for marking restorations and can be
used for personal identification.

Keywords: Dental identifications, marking/labeling, disaster identification, laser etching, forensic
odontology, Engraving
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Significance statement

The most common mode of identification is the marking/labeling of a prosthesis, and itis a precise and expeditious
method to identify fatalities of anonymous identity. Laser etching can be utilized as a cost-effective marking
technique for dental crowns and bridges, which can be helpful in the field of forensics.

INTRODUCTION

The process of recognizing the victims of natural disasters and accidental demise is a highly cumbersome & time-
consuming task on the part of the rescuers. Hence, identification done promptly is of paramount significance.
Prosthodontists, play a unique role in recognizing the victims with the presence of their natural dentition, records of
the carious teeth, teeth restored with various filling materials or with the help of different types of fixed or
removable prostheses including partial, or complete dentures along with crowns, bridges and dental implants. All
this becomes relatively effortless with the availability of the victim’s antemortem records or if the prosthesis is
labelled beforehand. There are various treatment options in dentistry, of which replacing missing teeth or restoring
endodontically treated teeth with crown and bridge is the most standard treatment carried out by dental
practitioners. The incidence of finding a crown or bridge in an individual mouth is quite common nowadays.[1]
Recently many aesthetic materials have been introduced in the field of dentistry, such as zirconium which is being
used as the substitute to traditional crowns, and bridge restorations such as all-metal or porcelain fused to metal
crowns. However, the conventional materials are still in use in clinical practice.[2] Forensic odontology helps in
assessing and identifying different type of dental materials employed for restorative purpose exposed to extremes of
temperature and can also help in providing vital clues in post mortem investigation if premortem records are
available.[3] It can be a real challenge for the investigator to identify burn victims involved in a major fire outbreak.
[4] It is hypothesized that high quality data can be retrieved through a systematic approach by examining the
restorations and prosthesis in the oral cavity and can aid in identification procedures of victims involved in natural
disasters or accidents.

AIM

The aim of the study was to evaluate the efficacy of laser etching technique on different crown and bridge restorative
materials cemented on the natural teeth to different temperatures and exposure times and evaluate its importance
with regard to its application in forensic identification.

MATERIAL AND METHOD

Three different restorations of varying strengths and heating points were selected, i.e., all-metal, porcelain fused to
metal, and zirconia. Laser Engraving was done on the inner walls of all three types of crown and bridges. (Fig 1) 7-10
digits were engraved on the inner walls of the crown. Natural teeth were prepared using an air rotor, and the laser
engraved restoration was cemented using permanent luting cement. (Fig 2) The specimens were split into 3 groups.
Group 1: natural teeth restored with Ni Cr all-metal crown or bridge, Group 2: Natural teeth restored with porcelain
fused to metal crown or bridge, Group 3: Natural teeth restored with zirconia crown or bridge. The blast furnace
was heated upto 500 degrees Celsius, and the cemented crown and bridges were incinerated in the furnace for 15
minutes. (Fig 3) After 15 minutes, the crowns were retrieved and observed for any damages. The crowns were
decemented from the natural teeth, and the laser etching was analysed under magnification. (Fig 4)And the numbers
engraved on the walls of the crown were intact and did not fade away. The same crowns were re-cemented and were
incinerated at 1000 degrees for 15 minutes. Again, the crowns were retrieved, and the laser-etched numbers were
again analysed. (Fig 5)
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RESULTS AND DISCUSSION

1. All metal crowns fabricated from Co-Crrevealed only loss of shine or glaze at 500 °C with no dislodgement,
but subsequently as the temperature was raised to 1000° C, the crowns were dislodged from the natural
teeth. Laser-etched numbers showed no distortion at the highest temperature. The natural teeth, along with
the luting cement, were disintegrated at the highest temperature.

2. Porcelain fused to metal crowns showed no effects at 500° C, except for slight debonding, but eventually at
1000°C, they exhibited a changein external form and shape. Laser-etched numbers showed no distortion at
the highest temperature.

3. Zirconia crowns did not show any morphological changes even at the highest temperature, and laser-etched
numbers showed no distortion and were clearly visible.

The primary scientific indicators for non-visual identification are DNA, fingerprint, and dental comparison. [5,6]But
in certain instances, or natural calamities where an individual has been incinerated, the DNA gets denatured, and
there may be loss of fingerprint detail. Although natural teeth are extremely durable because of their morphological
structure, they can still not resist extreme temperatures, and as a result, the overlying crown and bridges may be the
only physical evidence left for identification. crown and bridges are composed of metals such as NiCr, CoCr,
Zirconium, etc., which have excellent physical and chemical properties such as high melting and boiling points, high
flexural and tensile strength, good corrosion resistance, which make them resistant to physical and thermal assaults.
Raymond Richmond and Pretty [7] proposed the basic requirements for an identification system i.e. it should be easy
to implement, should not undermine the restoration, be aesthetically justifiable, and enable reliable identification.
The most routinely used methods for marking the restorations/prosthesis are impregnation, engraving, and
embossing[8-11] In impregnation techniques chips, barcodes, and other devices are incorporated in the restorations
which compromises the aesthetics and also compromises the physical and mechanical properties of the materials.
Also, the size of the chips may be a factor if it has to be used for crown and bridge and is virtually impossible to
place in these types of restorations. Engraving methods on the external surface of a prosthesis makes it more
susceptible to deposition of plaque, colonization of micro-organisms, tarnish and corrosion and subsequently
damaging the restoration and infection of the underlying and surrounding soft and hard tissues.

The engraved surface of the prosthesis may also be affected by the usage of dentifrices and antiseptic/mouthwash
agents. There are studies in the literature that also suggest that 'embossing’ or engraving on the external surface of
prosthesis is associated with the occurrence of malignancies that may occur due to constant tissue irritation.[12] Due
to the above-mentioned reasons, the laser engraving was done on the cemented/internal surface of the prosthesis and
not on the extraoral surface as it will be protected by the luting cement and will be resistant to deposition of plaque.
and will not hamper the hygiene and strength of the prosthesis. Recent scientific research reveals a requirement for
standardizing the identification methods integrated in restorations and an incursion into the era of digital
information storage. Most of the dental associations around the world and forensic odontologists recommends
labeling of all dentures. Labelling of prosthesis is controlled by law and legislation in some countries and certain
states of the USA.[13] Current methods mentioned in the scientific literature cannot fulfill all the standard
requirements for marking of prosthesis, and therefore a unique system of labelling for a particular nation that is
universally accepted is needed. Currently in India, as there is no law regarding labeling/marking of the prosthesis, it
is neither taught nor practiced in any dental college on a routine basis but the number of individuals wearing some
or other type of dental prosthesis is increasing at a rapid pace and there is a need to label prostheses.

In order to address this problem, the authors of the current article suggest linking of marking system with
AADHAAR CARD, a citizen’s unique identification card in India. Linking of labeling/marking system to a unique
ID, AADHAR CARD in India will not only fulfills all standard requirements of labeling but can set an ideal example
as the unique id number can give entire information about the person. To support the above statement, various
authors such as Baad et al., [14] Mahoorkar and Jain[15] have suggested a national identification number (permanent
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account number/Aadhar card number) on dental prostheses as a universal personal identification code. Usually,
these identification numbers have 8-10 digits, and laser engraving can easily accommodate the digits in a small area
with precision which can be useful in the case of crown and bridge as the available surface for marking is limited.
The technique of laser marking employs various methods such aschemical alteration, carbonization, foaming,
melting, and ablation to mark prostheses surface for recognition purposes. Another modification of laser marking is
called as laser engraving, which uses laser beam to engrave marks on a surface. The various types of lasers which are
employed for engraving purpose are CO2 lasers, fiber lasers and diode lasers.

The method used in the present study for laser marking was flat table engraving in which the laser beam was
directed on the prostheses surface to in filtrate till a fixed distance, thereby preventing unavoidable weakening of the
restorations. The device used for laser engraving of the various restorations was the Marko fiber Laser instrument
which is a non-contact subsurface laser. It engraves an image by removing a portion of the material, layer by layer, to
leave a precise dark mark on the surface, which is in the range of a few microns. The device was operated with the
help of a computer and software. The letters to be etched on the surface of the prostheses were typed in the software
and the laser beam marked it on the surface of the prostheses on activation. One limitation of this device was that
high heat was produced during engraving, which may alter the physical properties of the restoration on which
engraving is being done. The collimated beam from the laser device generated a high temperature at the contact
point, resulting in ‘spot evaporation' at a regulated depth of 0.4 mm.20 mA, 70 V, and a frequency of 6 Hz were the
conventional recording limits for a metal structure.

The laser utilized in this operation had a wavelength of 1000 nm and a power of 60 W. With a marking speed of 900
mmy/s, a marking depth of 0.4 mm, and an accuracy of up to 0.002 mm, a frequency of 6 Hz was used. The power
utilized for zirconia was 90 W, with a marking speed of 1000mm/s. Micro-etching, also known as micro-stripping, is
the process of selectively exposing the surface layer to reveal the underlying items or selectively removing a portion
at a given depth using a laser. Micro-etching is a highly selective removal procedure with a minimum etch value of
up to 0.1 microns per laser pulse, according to the definition. This means that the laser etches the material like a fine
scalpel, layer by layer, as thin as 0.1 microns. This enables the laser to generate blind holes, blind wells, or channels
with more precision.This method is easier to use, less expensive, and saves time in the lab as compared to other
prosthetic marking methods. The need for suitable thickness of metal surfaces for etching is one of this process's
drawbacks. The availability of a laser engraving machine is another barrier in laser etching. This approach, on the
other hand, may be used on any form of prosthesis and is a trustworthy instrument for personal identification.

CONCLUSION

For crown and bridge restorations, laser micro-etching is a precise, cost-effective, and promising marking approach
that can provide a permanent mode of personal identification.
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Fig 1: Restorations with laser engraving Fig 2: Restorations cemented on natural teeth
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Fig 3: Restorations at 500 degrees Fig 4: laser etching at500 degrees

Fig 5: laser etching at 1000 degrees.
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ABSTRACT

Appakovai (Kedrostis foetidissima) of the Cucurbitaceae (Pumpkin family). The leaves have a very strong
unpleasant smell and the plant can be identified with the red fruits and the smell. The leaf juice is used
for treating common cold in children. The paste of the leaves is a good remedy for eczema.The leaf is
macerated for 48 hours. The present study was aimed to investigate the phytochemicals and in vitro free
radical scavenging activity by DPPH and H202 method, antidiabetic activity by a amylase inhibition of
aqueous extract of Kedrostis foetidissima, anti inflammatory activity by albumin denaturation method,
anti-arthritic activity by protein denaturation method and antibacterial activities against the
microoraganisms Staphylococcus aureus and Escherichia coli. Phytochemicals,antioxidant,antidiabetic,anti-
inflammatory,anti arthritic and antibacterial activities were carried out according to standard methods.It
is evaluated for the presence of phytochemicals. Presence of phytoconstituents like alkaloids, flavonoids,
saponins,glycosides, carbohydrates, proteins & aminoacids, phenolic components, terpenoids, quinones
stannins and steroids are tested. The extract was also tested for DPPH and H:O: free radical scavenging
activity. The antioxidant activity of aqueous extract was compared with the standard ascorbic acid. The
antidiabetic activity of aqueous extract was compared with the standard Metformin. Both the antioxidant
and antidiabetic results revealed that the aqueous extract of leaf presented highest concentration of plant
extract compared to the standard.

73438



http://www.tnsroindia.org.in
mailto:karthihabio@srcw.ac.in

Indian Journal of Natural Sciences w www.tnsroindia.org.in ©I[JONS

Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Karthiha and Nivya

Keywords: Kedrostis foetidissima, Cucurbitaceae, Aqueous extract, Phytochemicals, Antioxidant activity,
DPPH, H20: Antidiabetic activity, « amylase inhibition, Anti-inflammatory activity, albumin
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INTRODUCTION

Medicinal plants are the most important source of life saving drugs and have been widely used for the treatment of
diseases in traditional way for several years. An interaction between ancient medicine and biotechnological tools is
to be established towards newer drug development. The interface between cell biology, structural chemistry and in
vitro assays will be the best way available to obtain valuable leads. The value of plants lies in the potential access to
extremely complex molecular structure that would be difficult to synthesize in the laboratory. Kedrostis foetidissima
has Antimicrobial properties of medicinal plants are being increasingly reported from different parts of the world.
Antimicrobials therefore, may have a significant clinical value in treatment of resistant microbial strains.[4]
Therefore in the present study Kedrostis foetidissima (jacq.) cogn. (Cucurbitaceae) were screened for their antibacterial
potential against selected strains.[4]. In the present study, an attempt was made to evaluate the phytochemical,
antioxidant,anti-inflammatory, anti-arthritic and anti-bacterial activities in the leaf extract of Kedrostis foetidissima
(Jacq.) Cogn by using In vitro method.

MATERIALS AND METHODS

Collection of Plant
Healthy fresh leaves of Kedrostis foetidissima were collected from the region of Kerala district.

Preparation of Extract
The collected leaf parts of plant sample is rinsed with distilled water and dried at room temperature for 7 days. The
dried leaves were powdered and stored in air-tight container for further analysis.

Extraction Procedure

Preparation of Ethanol extract

From the powdered sample 4gm of Kedrostis foetidissima powder was taken using 70 ml of ethanol. The samples was
kept for maceration process for 3 days. The extract was stored in a container and it is used for the entire study.
Preparation of aqueous extract

From the powdered sample taken 30gm of Kedrostis foetidissima powder was added with 150 ml of distilled water.
Then mixed it well using a glass rod and it is filtered. Then the filtrate was used for phytochemical analysis.

Phytochemical Screening

TEST FOR ALKALOIDS
Hager’s Test : A small quantity of extract was treated with Hager’s reagent. Yellow precipitate indicates the presence
of alkaloids.[3]
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TEST FOR CARBOHYDRATES
Benedict's Test : The extract of the powdered leaf was treated with equal volume of Benedict’s reagent. A red
precipitate was formed indicating the presence of reducing sugar.[6]

TEST FOR FLAVONOIDS
Lead Acetate : To the test solution add a mixture of 10 % lead acetate in few drops added. It gives white
precipitate.[2]

TEST FOR PROTEIN & AMINOACIDS
Ninhydrin Test : To the test solution add Ninhydrin solution, boil, violet colour indicates presence of amino acid.[5]

TEST FOR TERPENOIDS

Salkowski Test : Taken 0.5ml of the plant extract added 2ml of chloroform and 3ml of concentrated sulphuric acid
along the sides of the test tubes. The appearance of reddish brown colour at the interface indicated the presence of
terpenoids.

TEST FOR GLYCOSIDES

Concentrated Sulphuric acid test: To 2ml of the plant extract added 1ml of glacial acetic acid. To that added 1%
ferric chloride solution drop by drop and then added concentrated sulphuric acid along the sides of the test tube. The
appearance of greenish blue colour indicates the presence of glycosides.[8]

TEST FOR TANNINS
Ferric Chloride : To the Iml of extract few drops of ferric chloride solution was added. Bluish black colour was
produced indicating the presence of tannins.[6]

TEST FOR SAPONINS
Froth Test : With 1ml of extract was vigorously shaken with 5ml of distilled water in a test tube for 30 seconds and
was left undisturbed for 20 min, persistent froth indicated presence of saponins.[4]

TEST FOR PHENOLIC COMPOUNDS
Ferric Chloride : To the extract few drops of ferric chloride solution was added. Bluish black colour was produced
indicating the presence of tannins.[1]

TEST FOR QUINONES
To 1 ml of plant extract, 1 mL of conc. H2504 was added formation of red colour indicated the presence of
quinones.[3]

TEST FOR STEROIDS

About 0.2 g of extract was taken and 2 m] of acetic acid was added then, the solution was cooled well in ice followed
by the addition of concentrated sulphuric acid. Colour development from violet to blue or bluish-green indicated the
presence of a steroidal ring.[9]

Preparation of the Bacterial Inoculum

Stock cultures were maintained at 4°C on slopes of nutrient agar. Active culture for experiments were prepared by
transferring a loop full of cells from stock cultures to test tubes of 50 ml nutrient broth bacterial cultures were
incubated with agitation for 24hours and at 37°C on shaking incubator. Each suspension of test organism was
subsequently stroke out on nutrient agar media. Bacterial cultures then incubated at 37°C for 24 hours. A single
colony was transferred to nutrient agar media slants were incubated at 37°C for 24 hours. These stock cultures were
kept at 4°C. For use in experiments, a loop of each test organism was transferred into 50ml nutrient broth and
incubated separately at 37°C for 18-20 hours for bacterial culture.
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Agar Well Diffusion Method

The antibacterial activity of extract was determined by Well Diffusion Method. MHA plates were prepared by
pouring 20ml of molten media into sterile petri plates. After solidification of media. 20-25ul suspension of bacterial
inoculums was swabbed uniformly. The well was prepared by using sterile cork borer made up of stainless steel.
Then 20 and 40ul of plant extract was poured into the wells. Chloramphenicol was used as a standard. After that, the
plates were incubated at 37°C for 24 hours. Assay was carried into triplicates and control plates were also
maintained. Zone of inhibition was measured from the clear zone in mm)

In vitro Antioxidant A ctivity

DPPH Radical Scavenging Activity
DPPH (2,2-diphenyl-2-picrylhydrazyl) free radical scavenging assay of aqueous leaf extracts of Kedrostis foetidissima
was determined according to the method by [10] with slight modifications which results in a pale yellow solution .

Procedure

The free radical scavenging activity of the extracts, based on the scavenging activity of the stable 2,2-diphenyl-2-
picrylhydrazyl (DPPH) free radical was determined by the method described by Shen et #- Plant extract (0.1 mL) was added to 3 mL of
a 0004 o, methanol solution of DPPH. The reaction mixture consists of plant extract with the varying concentration
(200,400,600,800 and 1000ul) and 5.0ml of DPPH was added and made upto 3.0ml with distilled water. The tubes
were shaken well and incubated in the dark at room temperature for 30 minutes. A blue color formed, and the
absorbance was measured spectrophotometrically at 517nm. Ascorbic acid was used as a standard for DPPH
activity. The ability to scavenge DPPH radical was calculated using the formula

% of Inhibition = Absorbance of control - Absorbance of sample x 100
Absorbance of control

Hydrogen Peroxide Scavenging Activity
Hydrogen peroxide r adical scavenging assay activity of aqu eous extract of Kedrostis foetidissima was determined
according to the method by [ 11 ] with s1i ght modifications.

Procedure

The reaction mixture consists of plant extract with the concentration (200, 400, 600, 800 and 1000ul) and 1.0ml of
Hydrogen peroxide was added The tubes were shaken well and incubated in the dark at room temperature for 10
minutes against a blank solution Absorbance of reaction mixture was measured at 230 nm spectrophotometrically.
Ascorbic acid was used as a standard . The ability to Hydrogen peroxide scavenges radical was calculated using the
formula

% of Inhibition = Absorbance of control - Absorbance of sample x 100
Absorbance of control

In vitro Antidiabetic activity

Inhibition of & amylase activity

The determination of a-amylase inhibition was carried out by quantifying the reducing sugar (maltose equivalent)
liberated under the assay conditions.[11]

Procedure

To 100ul of (10,20,30,40,50 ug/ml) plant extract.200 ul (1%) starch solution was added and the mixture was incubated
at 370c for 20 min. To the reaction mixture 100ul(1% starch solution was added and incubated at 370c for 10 mins.
The reaction was stopped by adding 200l DNSA (1g of 3, 5 di nitro salicylic acid, 30g of sodium potassium tartarate
and 20ml of 2N sodium hydroxide was added and made up to a final volume of 100 ml with distilled water) and
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kept it in a boiling water bath for 5 minutes. The reaction mixture diluted with 2.2 ml of water and absorbance was
read at 540nm. For each concentratrion, blank tubes were prepared by replacing the enzyme solution with 200l in
distilled water. The experiments were repeated thrice using the same protocol.

% of Inhibition = Absorbance of control - Absorbance of sample x 100

Absorbance of control

In vitro Anti-inflammatory Activity

The reaction mixture consists of plant extract with the varying concentration (10,20,30,40 and 50ul) and added 450 ul
of BSA Adjusted the pH to 6.3 by using IN HCL. The sample were incubated at 37°C for 20 minutes and heated at
570C for 3minutes. After cooling added 2.5ml of Phosphate solution. Turbidity was measured at 660nm
spectrophotometrically. The percentage inhibition of protein denaturation was calculated using formula

% of Inhibition = Absorbance of control - Absorbance of sample x 100

Absorbance of control

In Vitro Anti-arthritic Activity

Prepare the reaction mixture (0.5 mL) by dissolving 0.4 mL of Bovine serum albumin (2 % aqueous solution), 0.05 mL
distilled water and 0.05 mL of sample. Incubate the samples at 37 °C for 30 min and then heat at 57 °C for 10 min.
After cooling, add 2.5 mL of phosphate-buffered saline (pH 7.4) in each test tube. Measure the turbidity
spectrophotometrically at 600 nm. For control, use 0.05 mL distilled water instead of standard/sample.

Calculate the percentage inhibition of protein denaturation as follows:

% of Inhibition = Absorbance of control - Absorbance of sample x 100
Absorbance of control

RESULTS AND DISCUSSION

Table 2: Phytochemical Screening of ethanol and aqueous extract of Kedrostis foetidissima

“+++” indicates Strongly Present, “++” indicates Moderately Present, “+” indicates Mildly present, “-” indicates
Negative

It is evident from the table 1 of Kedrostis foetidissima leaf aqueous extract shows the presence of most of the
phytochemicals such as alkaloids, carbohydrate, flavonoids, proteins & aminoacids, terpenoids, tannins, quinones
and steroids. Ethanol extract shows the presence of alkaloids, carbohydrate, proteins & aminoacids, terpenoids,
phenol, tannins and glycosides.

In vitro Antibacterial Activity

Agar well diffusion method

Plants which are rich in a wide variety of secondary metabolites such as alkaloid and flavonoid have been found In
vitro to have antibacterial properties [12]. Therefore it is necessary to evaluate the antibacterial effect of the plant
extracts. Antibacterial activity of aqueous extract of against Kedrostis foetidissima against Staphylococcus aureus, E.coli
are shown in the figure 2 and 3 respectively.

It is clear from the figure 2 (a) and (b) shows the In vitro antibacterial activity of aqueous extract of Kedrostis
foetidissima at different concentrations. The figure shows that aqueous extract of Kedrostis foetidissima has
7mm,9mm,8mm and 10mm against Staphylococcus aureus at the concentration of 25ug,50,75and 100ug respectively.
E.coli showed minimum activity of inhibition. Staphylococcus aureus is highly efficient than E.coli in the aqueous
extract of Kedrostis foetidissima.
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In vitro Antioxidant Activity

DPPH Radical Scavenging A ctivity

Free radicals are the unstable molecules that causes damage to the human body. They are mainly reactive oxygen
species including highly reactive oxygen containing molecules. Free radicals cause several diseases in humans. Now
a days there is an increasing attention in finding antioxidant because they have the ability to inhibit the propagation
of free radical reaction and protect the human body from several disorders.[8]

Hydrogen peroxide is an important reactive oxygen species because of its ability to penetrate biological membranes.
It is not itself reactive because it may be toxic if it is converted to hydroxyl radicals in the cells.[13] The antioxidant
compounds which donates the electrons to hydrogen peroxide and neutralize it into water molecules. Hydrogen
peroxide is relatively stable, allowing direct measurement of its concentration in many cases. H,O; occurs naturally
at low concentration levels in air, water, human body, plants, microorganisms etc. It can cross cell membranes and
may slowly oxidize a number of compounds. Thus removal of hydrogen peroxide is very important.

It is evident from the figure 4 shows the high antioxidant potential of aqueous extract of Kedrostis foetidissima at
600,800,1000 pl/mg concentrations with 91%,95%,98% of inhibition when compared with the standard. This result is
in accordance to work of [18] who stated that the extract of Kedrostis foetidissima had high Hydrogen Peroxide
Scavenging Activity.

In vitro Antidiabetic Activity

Inhibition of a-amylase Activity

The intestinal digestive enzymes alpha- amylase plays a vital role in the carbohydrate digestion. One antidiabetic
therapeutic approach reduces the post prandial glucose level in blood by the inhibition of alpha amylase enzyme.
These can be an important strategy in management of blood glucose. Alpha- amylase is an enzyme that hydrolyses
alpha bonds of alpha lined polysaccharide such as starch to yield high levels of glucose and maltose. Therefore it is
quite important to evaluate the alpha- amylase inhibitory activity of extracts. Inhibition of alpha- amylase activity of
aqueous extract of Kedrostis foetidissima is presented in the Figure 5.

It is evident from the figure 5 shows the high antidiabetic activity of aqueous extract of Kedrostis foetidissima at
30,40,150 ul/mg concentrations with 67%,79%,85% of inhibition when compared with the standard.This result is in
accordance to work of [19] who stated that the extract of Kedrostis foetidissima had high antidiabetic activity.

In vitro Anti-inflammatory Activity

Albumin Denaturation Assay

Albumin denaturation is a process in which the proteins either lose their secondary and tertiary structure due to the
external stress or compounds like strong acid or base or concentrated inorganic salt, organic salt. Most of the
biological protein lose their function when it is denatured. Denaturation of proteins occurs due to inflammation.[23]
Albumin denaturation is a process in which proteins lose their tertiary structure and secondary structure by
application of external stress or compound, such as strong acid or base, a concentrated inorganic salt, an organic
solvent or heat. Most biological proteins lose their biological function when denatured. Denaturation of proteins is a
well-documented cause of inflammation. Anti- inflammatory drugs act by inhibiting the denaturation of protein.
Phenylbutazone, salicylic acid, (anti-inflammatory drugs) etc., have shown dose dependent ability to inhibit heat
induced protein (albumin) denaturation.Therefore it is necessary to evaluate the effect of the plant extracts in
inhibiting heat induced protein. Albumin denaturation assay of aqueous extract of Kedrostis foetidissima is presented
in the figure 6.

It is evident from the figure 6 shows the high anti-inflammatory activity of aqueous extract of Kedrostis foetidissima at
30,40,50 pl/mg concentrations with 34%,44%,54 % of inhibition when compared with the standard.This result showed
that Kedrostis foetidissima had high anti-inflammatory activity.
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Antiarthritic Activity

In vitro Protein Denaturation Assay

Protein denaturation is a process in which the proteins either lose their secondary and tertiary structure due to the
external stress or compounds like strong acid or base or concentrated inorganic salt, organic salt. Most of the
biological protein lose their function when it is denatured. Denaturation of proteins occurs due to inflammation. The
leaf extract of antiarthritic activity reported to be useful in the treatment of rheumatoid arthritis activity.

It is evident from the figure 7 shows the high anti-inflammatory activity of aqueous extract of Kedrostis foetidissima at
30,40,50 pul/mg concentrations with 31%,39%,53 % of inhibition when compared with the standard.The results showed
that high antiarthritic activity of Kedrostis foetidissima.

SUMMARY AND CONCLUSION

> The Kedrostis foetidissima(Jacq) cogn were selected for studying the Phytochemicals, Antioxidant, Antidiabetic,
Anti-Inflammatory, Antiarthritic and Anti-bacterial activity by using in-vitro methods. It was carried out using the
Aqueous solvent.

The findings of the current study are summarized as follows:

> From the current study, the biochemical test was done for its phytochemical screening in aqueous extract of
Kedrostis  foetidissima(Jacq) cogn. Like alkaloids, carbohydrates, phenol, flavonoids, proteins & aminoacids,
terpenoids, quinones, glycosides, tannins, saponins and steroids. From this test we have concluded that most of these
chemical tests indicate the presence of secondary metabolites in the selected plant extract. The presence of bioactive
components is very important for plant extracts for further analysis.

> Aqueous leaf extracts of Kedrostis foetidissima(Jacq) cogn were found to contain alkaloids, carbohydrates,flavonoids,
proteins & aminoacids, terpenoids is an higher content. Quinones, tannins and steroids were found positive in the
leaf extracts.

> Antioxidant activity by the DPPH, Hydrogen peroxide radical scavenging assay shows that Kedrostis
foetidissima(Jacq) cogn leaf extracts shows higher potential with DPPH and H2O2 assay. > In vitro Antidiabetic
activity by inhibition of & amylase activity on aqueous extract of Kedrostis foetidissima(Jacq) cogn leaf. It was observed
that the plant extract showed maximum activity against inhibition of o amylase activity.

> In vitro Anti-Inflammatory activity by albumin denaturation method showed that Kedrostis foetidissima(Jacq) cogn
aqueous leaf extracts when compared against the standard Aspirin posess greater potential.

> In vitro Antiarthritic activity by protein denaturation method showed that Kedrostis foetidissima(Jacq) cogn aqueous
leaf extracts when compared against the standard diclofenac posess greater potential.

> The current study has also made attempt to test the In vitro antibacterial activity by agar well diffusion method. In
this method, the Staphylococcus aureus has high efficiency than E.coli in aqueous extract of Kedrostis foetidissima(Jacq)
cogn.

From the above findings it can be concluded that antioxidant, antidiabetic, anti-inflammatory, antiarthritic and
antibacterial ativities it may be due to the presence of phytoconstituents in the plants.

FUTURE RECOMMENDATIONS

> This study can be carried out in in vivo methods to find out antioxidant, antidiabetic, anti inflammatory,
antiarthritic and antibacterial activity of Kedrostis foetidissima(Jacq) cogn. Leaf extract on animal model.

> As the plants for the current study possess greater antiarthritic activity, this might bring some advancements
against several bone and joint related disorders like rheumatoid arthritis.
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Tamil name Appakovai
Common name Monkey pepper
English name Stinking kedrostis
Classification Benthem & Hooker
Kingdom Plantae
Class Dicotyledons
Subclass Polypetalae
Series calyciflorae
Order Passiflorales
Family Cucurbitaceae
Genus Kedrostis
Species foetidissima
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Table 2: Phytochemical Screening of ethanol and aqueous extract of Kedrostis foetidissima

TESTS ETHANOL | AQUEOUS
Alkaloids (Hager’s Reagent) + +
Carbohydrate (Benedicts test) ++ +++
Flavonoids (Lead acetate test) _ +++
Proteins& Aminoacids (Ninhydrin Test) ++ ++H
Terpenoids (Salkowski Test) + +++
Phenol (Ferric Chloride Test) + _
Tannins (Ferric Chloride Test) +++ +
Saponins (Froth Test) _ _
Quinones _ ++
Glycosides + _
Steroids - +
“+” indicates Mildly present, “-”

“+++” indicates Strongly Present, “++” indicates Moderately Present,

indicates Negative

Tabe 3: Antibacterial activity of aqueous extract

Zone of inhibition (mm)

Bacteria

Aqueous extract

25(ug/ml) | 50(ug/ml) 75(ug/ml) 100(ug/ml) | Standard
Staphylococcus aureus 7mm 9mm 8mm 10mm 9mm
E.coli 2mm 3mm 6mm 7mm 10mm
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Figure 1. Kedrostis foetidissima (jacq) cogn. Figure 2: Staphylococcus aureus
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Figure 5. Hydrogen Peroxide Scavenging Activity of
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Figure 7. Albumin Denaturation Assay of aqueous Figure 8. Protein Denaturation Assay of aqueous
extract of Kedrostis foetidissima extract of Kedrostis foetidissima
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ABSTRACT

In this paper, we prove that the lattice of convex sublattices of S(B, X C,,) is an Eulerian lattice under the
set inclusion relation which is neither simplicial nor dual simplicial, if n,m > 1.

Keywords: Convex sublattice; SimplicialEulerian lattice; Dual simplicial.

INTRODUCTION

The study of lattice of convex sublattices of a lattice was started by K.M.Koh, in the year 1972. He had investigated
the internal structure of a lattice L, in relation to CS(L), like so many other authors for various algebraic structures
such as groups, Boolean algebras, derived graphs and so on.

A new Eulerian Lattice S(L) = (B, x L)V (1,1) was formed from a given Eulerian Lattice L by V.K.Santhi in her
thesis in the year 1992. Subbarayan. R and Vethamanickam. A have proved that CS(B,), the lattice of convex
sublattices of a Boolean Algebra B,of rank n, with respect to set inclusion relation, is a dual simplicialEulerian
Lattice. Subsequently, Sheeba MerlinG and VethamanickamA have proved in their paper that CS(S(B,) is an
Eulerian Lattice under the set inclusion relation which is neither simplicial nor dual simplicial.

A natural question is what would happen if we attempt it for non-Boolean Eulerian lattice. Though for a general non-

Boolean Eulerian lattice it may seem to be difficult, we attempt it for the non-Boolean Eulerian lattice B, X Cpin this
paper. we prove here that S(B,, X Cy,)is Eulerian which is neither simplicial nor dual simplicial.
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In this paper, we are going to look at the structure of CS(S(B, X Cy;)). and prove it to be Eulerian under 'S
‘relation.S(B; X C,)is shown in figure.

0l ok

The Eulerian property of the lattice CS(S(B,, X Cp,))
Lemma 2.1. For n > 1, we havel + m + ('11) +2+ ('21) + ('Dm + Z[m + ('11)] + ('31) + (g)m + ('Dm +1+ 2[('21) + ('Dm +

m]+ () + Gm+ Qm+ () +2[G) + Qm+ (Dm+ (D1 + -+ () + (L)m+ (l)m+ () +2[(L) +

G )m+ (G m+ ()l +m+ (P m+ () +2[20) + (P )m+ (P )m+ () +m+ () +2[m+

Gr)m+ ()l +2m+ () +1=6.2"(m+ 1)

Theorem 2.2.CS(S(B,, X Cp,)), the lattice of convex sublattices of S(B, X C,,) with respect to set inclusion is an
Eulerian lattice.

Proof.

We first note that, the number of elements of ranks 0,1,2,...,andn + 3inB,, X Cpare respectively, 1,m + ('11), ('21) +
metm, () + @met Cm 41,6+ (m m (e, () + (2 Im+ (Im o+ (dm + (7 Jm +

() + () and 1.

The number of elements of ranks 0,1,2,....andn+4 in S(B, X Cp,) are respectively,1,m+ (1) +2,(}) + ())m +
2m -+ (D) () + mo+ (m+1+2[(2) + (m+ m], () + Omo+ (m+ () + 20D + Cm+ m+

(D Q)+ Cl)m+ (2 )m+ (25) + 2[G2,) + G )m + (l)m+ ()b m+ (2 )m+ (2,) + 2[2() +
Gldm+ Gl m+ ()b m+ Gl + 2fm+ (L )m+ ()] 2im + (7)) and 1

Itis clear that the rank of CS(S(B, X C,;))isn + 5. We are going to prove that CS(S(B, X C,,)) is Eulerian.
That is, to prove that the interval [¢, S(B, X Cp,)]in CS(S(B, X Cp,)) has the same number of elements of odd and
even rank.

Let 4; be the number of elements of rank iin CS(S(B, X C)),i=1.2,....,n+4.

We note that when n is even then r[CS(S(B, X C,;))] =n+ 5is odd and if nis odd then r[CS(S(B,, X C,))] =n+5
is even.Therefore, we prove that A} — A, + Az—... +Api1 — Apsz + Aptz — Apia = 0, if nis even.

A — Ay +A3—.. . —Apy1 + Ay — Ay + Ay, = 2,if nis odd.

Since the elements of rank 1 in CS(S(B, X C,;)) are just the singleton subsets of S(B, X C,,), wehave A, =1+m+
D +2+G)+@m+2[m+ D] +G) + Gm+ Dm+1+2[() + O)m+m]+ () + Dm+ Gm+ () +
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2((3) + Om+ (Dm+ (D1 + -+ Q) + G2 )m+ (l)m + (2a) +2[(2) + (E)m + (2)m + (L)) +m +
GCom+(m )20+ )m+(m+ ()] +m+ () +2[m+ (m+ ()] +2m+ (P )1+ 1

To find A,:

The elements of rank two in the interval [¢p, S(B, X C,,,)] are the two element chains or edges in S(B,, X Cy,).
We have to determine the total number of two element chains in S(B, X Cp,),

We observe that,

A; = The number of edges (containing 0 + containing an atom+ containing a rank 2 element+...+ containing a rank
n + 3 element at the bottom) in S(B, X C,)

Since, there are m + ('11) + 2 atoms in S(B, X Cy,), the number of edges containing 0 in S(B,, X C,,)ism + ('11) + 2.
Next, we find the number of edges containing an atom at the bottom.

Let x be an atom of S(B,, X C,,), let x be in the left copy of S(B, X Cp,),[x,1] = B, X C,

therefore, the number of edges with x at the bottom is m + (’}) There are m + (7}) number of edges containing an
atom at the bottom in the left copy of S(B,, X Cp,). Similarly, x be in the right copy of S(B, X C,;,). The number of
edgesis m + ('11) Let x be in the middle copy of S(B,, X C,,), then it is of the form either (a, 0) or (0, p) where a is an
atom in B, and p is an atom in C,,,. Therefore,

[x,1] = S(B_1 X Cy), if x is of the form (a, 0)
= S(Bp42), ifx is of theform (0, p)

If [x,1] =2 S(By_1 X Cp,), then the number of edges with x at the bottom is m + (n;l) + 2. There are ('Dsuch
x's.Therefore, the total number of such edges is (})[m + ("]") + 2I.

If [x, 1] = S(Bp+2), then, the number of edges with x at the bottom is 2 + (nIZ).There are m such x's. Therefore, the
total number of edges is m[2 + (”;2). Hence the total number of edges from an atom at the bottom is, 2[m + ('11)] +
Mim+ ("D +21+m[2+ ("72)]

Next, we find the number of edges containing a rank 2 element at the bottom in S(B,, X C,,,).Let x be in the left copy
of S(B, X Cp,). Therefore,

[x,1] =2 B_1 X Cp, if x = (a,0),ais anatom in B,
= B4, ifx = (0,p),pis anatomin C,,

If [x,1] = B, X Cp,, the number of edges with such x at the bottom is m + (";1). There are ('Dsuch x's.Therefore the
total number of edges with x at the bottom is (})[m + ("] )]
If [x, 1] = Bj,,,the number of edges from xis (";'2), there are m such x's.Therefore, the total number of edges in the
left copy is (})[m + ("71)] + m[("}?)]. Similarly, the number of edges in the right copy is (})[m + ("7")] + m[("T?)].
Let x be in the middle copy of S(B,, X C,;), then
[x,1] = S(By—z X Cp), if x=(d,0)

= S(Bp41), ifx = (a,p) or (0,¢t)

where d is a rank 2 element in B, p is a rank 1 element in C,, and t is a rank 2 element in C,,. If [x,1] = S(B,_, X
Cp), then the number of edges with such x at the bottom is (nzz) + m + 2. There are('zl) such elements. Therefore,
total number of edges is ('21) [(";2) +m+ 2]If [x,1] = S(By41),the number of edges with such x at the bottom is
(") + 2. There are m+m(})such elements.Therefore, the total number of such edges is (m+m(P)[("T") +
2]. Therefore, the total number of edges in the middle copy is,(}) [("[?) + m + 2] + (m + m(")D[("T?) + 2].
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Hence, the total number of edges from a rank 2 element at the bottom is, 2{(})[m + ("7")] + m[("T*)}+(}) [("{?) +
m+ 2]+ m+m(INICTY) + 21
Next, we find the number of edges containing a rank 3 element at the bottom in S(B,, X C,,,). Let x be an element of
rank 3 in S(By, X Cp,). Let x be in the left copy of S(B,, X Cp,), then
[x,1] = B,_, X Cy, if x = (d,0),d is a rank 2 element in B,
= Bp4q, ifx = (a,p) or (0, t).

If [x,1] = B,_, X C,, the number of edges with such an x at the bottom is m + (”Iz). There are ('21) such
x's.Therefore, the total number of edges with such an x at the bottom is (g)[m + (nzz)]

If [x,1] = Bp4+1, Then the number of edges from xis (";'1), there are m + m('ll) such x’s. The total number of edges in
the left copy is (3)[m + (";*)I+ {m + m(1))[("T)]. Similarly, the number of edges in right copy is (5)[m+ ("7%)]+
tm -+ m(I(" L

Let xbe in the middle copy of S(B,, X C,,), then
[x,1] = S(Bp-3 X Cp), if x=(b,0),b is a rank 3 element in B,

= S(B,), ifx = (0,1) or (a,t) or (d,p)
where a is an atom in B, t is arank 2 element in C,,, p is arank 1 element in C,,,and d is a rank 2 element in B,,.
If[x, 1] = S(B,_3 X Cp,), the number of edges with such x at the bottom is (nf) +m+ 2. There are ('31) such
elements. Therefore, total number of edges is (7)[("]*) + m + 2].
If [x,1] = S(B,),the number of edges with such x at the bottom is (7)+2. There are m(})+m(%)+1 such
elements.Therefore, total number of edges is (m('zl) + m('ll) + 1('11) + 2].Therefore, the total number of edges in the middle
copy is,(H)[("7}) + m + 2]+ m(}) + m(}) + 1(%) + 2].
Hence, the total number of edges from a rank 3 element at the bottom is, 2{(})[m + (";?)]+ {m+m(}( T} +
IC) +m+ 2+ m(3) +m(3) +1(7) + 21.
Proceeding like this we get, the total number of edges from a rank (n + 3) element as the bottom is equal to the number of
coatoms in S(By, X Cp,), thatis2[m + (,,",)]
Therefore, the total number of edges in S(B, X Cp)is, Ay =m+ (1) +2+2[m+ ()] +)m+ (") +21+m[2+
TN+ 260+ (U1 +mIC) + I +m+ 2]+ e+ mEDI(T) + 21+ 2(()Im + (7)1 + (m +
OmICT N+ OIS +m+21+ A +m(D) +mODIG) + 21+ +2[m+ ()] e (22)

To find A;: A rank three element in CS(S(B,, X C,,)) is a sublattice B,of S(B,, X Cp,)-
A3 = Number of B,'s in CS(S(By X Cy,)) [containing 0 +containing an atom+containing a rank 2 element+...+containing a
rank (n + 2) element]at the bottom
A sublatticeB,conatining 0 at the bottom has a rank 2 element at the top.Therefore, the number of B,'s with 0 at the bottom
is(3) + ())m+m+2[m+ (})], since the number of rank 2 elements is (3)+ (})m+m+2[m+ (7)]. A sublattice
Bjcontaining an atom as the bottom element must have a rank 3 element as the top element.
Let x be an atom in the left copy.[x, 1] = S(B, X Cp,), the number of B,'s with 0 at the bottom is (%) + (})m + m. Similarly,
Let x be an atom in the right copy, the number of B,'s with 0 at the bottom is ('21) + ('Dm + m. Let x be an atom in the middle
copy. As in the previous arguments there are two possibilities. Therefore,
[x,1] = S(By—1 X Cy), if x is of the form (a, 0)

= S(Bp42), ifx is of theform (0, p)
Fix such an element x.If[x,1] = S(B,,_; X Cp,), the number of B,'s with x at the bottom is (";*) + (", )m +m + 2[m +

("7H)]- There are (7})such x's. Total number of B,'s containing such x is (7)[(";") + ("7 )m +m + 2[m + ("7 )]].

If [x, 1] = S(Bp42), therefore, the number of B,'s with x at the bottom is 2(";2) + (n;Z). There are m such x's.Total number of
B,'s containing such an x at the bottom is m[Z(";'Z) + (";’2)]. Hence the total number of B,'s containing an atom at the bottom
i52((5) + (m+my + (DI, + (" )m+m+2im + (7)1 +m2("7) + (5]
Next, we find the number of B,'s containing a rank 2 element at the bottom in S(B, X Cp,).Let x be in the left copy of S(B, X
C,n) there are two possibilities.

[x,1] = B,_1 X Cp, ifx = (a,0),a is anatomin B,
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= Bpyo, ifx = (0,p),pis anatomin C,,
If [x,1] = By_1 X Cpp, the number of B,'s with such x at the bottom is("; ") + (";")m + m. There are (})such x's. Therefore
the total number of edges with x at the bottom is (}){("; ") + ("7")m + m}
If [x, 1] = B,;,, The number of B,'s containing a typical x is (n;Z)’ there are m such x's. The total number of B,'s in the left
copy is(D{(";") + ("7")m + m} + m[(";?)]. Similarly, the total number of B,'s in the right copy is(}){(";") + (";))m +
m} +m[("}?)].
Now, let x be in the middle copy of S(B,, X Cp,).[x,1] = S(Bp—z X Cp), if x=(d, 0)
= S(Bp41), ifx = (a,p) or (0,t)

where x isofthe form(d, o)whered is a rank 2 element in B, p is a rank 1 element in C,,, and t is a rank 2 element in Cp,. If

[x,1] = S(Bp_ X Cy), the number of B,'s with such x at the bottom is (";?) + ("7*)m+m + 2[m + ("[*)]. There are (})

such elements. Therefore, total number of B,'s is (3)(";%) + ("7*)m + m + 2[m + ("*)1}.

If [x,1] = S(Bpsq).the number of B,'s with such x at the bottom is 2("1")+ ("}"). There are m+m(7)such

elements.Therefore, total number of B,'s is (m + m(?))[Z("Ii) + (";'1)]. Then, the total number of B,'s in the middle copy

S5 + C5m e+ m+ 20m+ (72 + Gm o+ mC)RCT) + ()

Hence, the total number of B,'s from a rank 2 element at the bottom is, 2{("){(">") + (" Ym + m} + (){(™*) + ("> )m +
1 2 1 2 2 1

m+ 2fm+ (52} + G+ mCPI2("T) + ()]

In the same manner we get the total number of B,'sfrom a rank 3 element at the bottom isZ(g)[(ngz) + (nzz)m + m] +

(m+m) [(5H]+ ) + (m+m+2fm+ ()] + (m() +m() + D[2() + ()]

Proceeding like this we get, the total number of B,'sfrom a rank (n + 2) element as the bottom in S(B, X Cp,)ism + (n'_ll) +

2[m+ (" )m+ (")

Therefore, from the total number of By's in S(B, X Cp)is,Az = () + (Dm+m+2[m+ ()] +2(() + ({)m+m}+

(L5 + (5 m+m + 20m + (5] +m(2(2) + ()] + 205 + (5 m 4 m(732) + (5 +

(")m A m+2fm+ ()R + n+m(IDE(Y) + (451 + 2L °) + ((T)m +ml + (n+m(O)I( ) +

CHCZ) + () m+mat 2im+ (P7)+ n(G) +m(D) + DRE) + O+ +m( 1) +2[m + (2)m+ (2]

............. 2.3)

To find A,: The number of rank three convex sublattices of S(B, X C,,)
A,= Number of rank 3 convex sublattices in CS(S(B, X C,))[containing 0 +containing an atom+containing a rank
2 element+ -+ +containing a rank (n + 1) element]at the bottom
By the previous way of proof, we get the total number of rank 3 convex sublattices in S(B, X Cp,)is,A4 = ('31) + ('zl)m +
(Dm+142(G) + (Dm+m] +2[() + GIm+ (Dm + 11+ (DU + (5 DIm+ (7 )m+ 1+2[(77) + (7 Im +
ml] +m{2(";%) + ("3 + 2D + (5 )m+ () m+ B+ m(7) + GHOT) + (3 )m+ (1) m+ 1+
2[("A) + (T)mAml+ m+mO)DR2TY) + ()1 + 25D + (L )m+ (()m + 10+ m +m(IHI(E ) +
CHCPN+ (D) m+ (7 m+ 1+ 2[(77) + () mA+mly + () +m(7) + DIREG) + G+ +m+ (2 )m +
Gr)+2+()m+()m+( ) 24)
Proceeding like this,
To find A4,,;: The number of rank n convex sublattices of S(B,, X Cp,).
An4+1 = Number of rank n convex sublattices in CS(S(B, X C,))[containing 0 +containing an atom+containing a rank 2
element+ --- +containing a rank 4 element]at the bottom
By the previous way of proof, we get the total number of rank n convex sublattices in S(B,, X C,) is,

Ay =142 )m+ (2 )m+ () + 2000 ) + Gl )m + Glm + (2 )1+ 201+ (2 m+
(2)m+ ()1 + (im+ (G)m + () + 200+ ()m + Qr)m+ ()N + mi2(RE0) + 2{(Dm + () m +
Goay +ml(2)D + () om + (123) + 2[m + ()m + QZOB + (m +mOD2GT)] + 2 Im + (21 + (m +
m(IDI( B + () + 2im+ Q2B + m(3) +m(3) + DRI+ G) + G)m+ Gm+ (D) +2((5) + G)m +
m+1. (25)
To find 4,,;,= The number of rank n + 1 convex sublattices of S(B, X C,,).
A+, = Number of rank n + 1 convex sublattices in CS(S(B, X C,,))[containing 0 +containing an atom+containing a rank
2 element+containing a rank 3 element]at the bottom
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The total number of rank n+1 convex sublattices inS(B, X Cp)is,Apsz =m+ (" )m+ (") m+2[1+ (" )m+
Gldm+ (2l +2im+ (2 )m+ (2 )1+ (Dim +m + (073) + 2m + (2)m + (21 +m2(0) + (D1 +
?{g'f){m + G+ mIGEIB + Q)+ 14+ 2im+ GO+ m +mCNR(I1+ () + GIm+ (m+ 1+ 2[(5) +

Dm+m]l. L (2.6)
The total number of rank n + 2 convex sublattices in S(By X Cp)is,Apyz =m+ (")) +2[m+ (" )m+ (") +2[m+
GEIl+(Dm+1+42m+m+ )1 +mRCIDI+G) + (Om+m+2im+ (D] oo @7
Andthe total number of rank n + 3 convex sublattices in S(B,, X Cp,)is,Ansz = 2[m+ (", )] +m+ (7) +2
Case (i) When n is odd, n + 5 is even, that is, rank of CS(S(B,, X Cp,)) is even.

A=A+ Az — = Ay + Apsz = Ansz HAnsa = 1+m+ (D +2+ Q)+ (Om+2[m+ D]+ () +

Gm+ (m+1+2[(5) + (Dm+m] + () + G)m+ Gm + (1) +2[) + GIm+ (Dm+ ()] + -+ () +
Gi)m+ (l)m+ Ga) +2(G0) + Gl )m+ (Glam+ ()l +m+ (2 )m+(05) + 2[20) + (2 )m+ (2 )m +
G +m+ (L) +2fm+ (2 )m+ ()] + 2[m+ (2 )]+ 1-m+ () +2+2[m+ (] + (D[m + (") +2] +
m2+ (7)) + 2((Dlm + (] +m{ T+ QIO +m+ 2]+ (m+m() [ + 2] + 2{D)m + (7] +
(m+ (M) + IO +m+ 2]+ (1 +m) +m)) (D) + 2]+ +2fm+ (P + ) + (Dm+m+
2fm + (] +2{() + (m+m)+ (D[ + (7)m+m+ 2[m + (]| + m[20777) + (5] + 2 {5 +
CPmA+m(} 4 (05 + ()m+m o+ 2lm+ (7)) + (m+m(D) 2077 + 5]+ 2{G052) +
Cmm]+ (mm(D) (] + CHCD) + Cm+mt 2[m+ (P + (m(3) +m(D) + D[2(D) +

O+ +m(2 ) +2[m+ (2)m+ (2] = G) + Ghm+ (Dm+ 1+ 2[(G) + (Dm +m] +2[(F) + GQhm + (Hm +
1+ O[5+ m+ () m+ 14+2[050) + (7 m e+ m]] +m2(72) + (3] +2{(D{C5 ) + (5 )m +
CPm+ G+ m[(5] + OHCS) + Cm+ (7 m+ 14257 + () m+m) + (m+m(D) 20757 +
CT+2{IC5) + (2m+ (7 m+ 1]+ (m+m()) (3] + O+ O m+ () + 1+

2[5 + (P mAmlf+ () +m() + DREG) + (D] + -+ m+ (P Im+ () + 21+ (] )m+ () )m +
G+ =1+ )m+()m+ () + 210 ) + (m+ (om+ ()l + 201+ ([ )m+([)m +
G+ (D + C2)m + (G55) + 201+ G2)m+ (G5)m + CEDN +m2C) + 2((Dim + (2)m+ G353+
m[("N + G)m + (25 +20m + (Z)m + Q2B + om 4+ mEDREID] + 2(G)Im + (F29)] + (m +
m(IDI(" OB + G)1 + 2im + GIIB + m(3) +m(3) + D)1+ G) + Gm+ Gm + (D) +2[(() + (G)m +
(Dmt 1+m+ (2 Jm+ (2 )m+ 201+ (2 )m+ (2 )m+ ()1 +2im + (2 m+ (2 )1+ (Dim +m+ (17) +
2[m + G 35)m+ (2] +m2GE) + GID] +2{(Dfm + G2+ mlGIDD + C)fm + 1+ 2[m+ G2} +
(m+m()) 2031+ () + Qm+ (m+ 14+2[() + Om+m] =m+ () + 2+ (1 Jm + ()] + 2[m +

G+ (Dim+ 1+ 2[m+m+ G)]+m2GE)] + G) + (Dm+m+2fm + (D] +2m + ()] +m+ () +2 =
0.

Case (ii) When n is even, n + 5 is odd, that is, rank of CS(S(Bn X Cm))is odd.

Ay —Ay + A3 =+ Ani1 —Ansz tAniz —Anea = 2.
Hence the interval [¢, S(B, X C,,)] has the same number of elements of odd and even rank.
Though in the above theorem we have proved that CS(S(B, X Cp,))is Eulerian, it is neither simplicial nor dual
simplicial.
CS(S(B, x Cp))is not dual simplicial since, the upper interval [{1}, S(B, X Cp,)]in CS(S(B, X Cp,))contains m + (n'_ll)
number of atoms which is greater than n + 5, the rank of [{1},S(B, X C,,)]implying that [{1},S(B, x C,)]is not
Boolean.
CS(S(B, x Cp)) is not simplicial since, the lower interval [¢, [I;, 1]] where [; is the left extreme atom of S(B, X C,,)
contains 6.2"(m + 1)number of atoms by Lemma 2.1, which cannot be equal to n + 5, the rank of [¢, [I;, 1]], implying
that [¢, [[;, 1]] is not Boolean.
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CONCLUSION

In this paper, we have proved that CS[S(B, X Cp,)] is an Eulerian lattice under the set inclusionrelation which is
neither simplicial nor dual simplicial, if n > 1.
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ABSTRACT

The widespread transmission of Avian Influenzais seriously threatening both humans and avian
populations. As a response, A comprehensive model is constructed which clarifies the dynamics of the
virus’s transmission while taking into account interactions between avian and human hosts. The model
incorporates population dynamics for both species and includes the aspects of transmission from bird to
bird, bird to human and human to human. As a precautionary step the model insists vaccinating poultry
and practising human safety protocols. By rigorous analysis the stability, boundedness, and the
equilibrium points of the model is determined. Additionally, we obtain the expression for the
reproduction number(R,), a pivotal metric for understanding the spread of disease. The stability of the
model is analysed through adequate theorems, supplemented by numerical simulations. The article
findings highlights the critical importance of preventive measures in mitigating the spread of Avian
Influenza. Also, the article emphasizes the urgency of implementing preventive strategies to curb the
potential for a widespread pandemic. In conclusion, the proposed model serves as a useful tool for
pandemic control, highlighting the need for quick decisions and coordinated actions to combat against
Avian Influenza.

Keywords: Mathematical Modeling, Avian Influenza, Jacobian Matrix, Stability Analysis, Sensitivity
Index.
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INTRODUCTION

The spread of avian influenza must be taken serious as it might develop into a pandemic. It is importantto test case
for pandemic preparedness. Also, to explore the use of epidemiological hazard models and sequence-based early
viral warning systems to detect and mitigate potential pandemic threats!!l. Further understanding the variation in
avian influenza among poultry species and virus subtypes is necessary as there is possible mutations happens in the
evolvement of virus 231, It is observed and studied that there is a trace of avian virus strain in the brain of multiple
wild species ¥, there is more possibility that the domesticated species might be exposed to these wild infected
species. So, vaccinating the poultry species might help to control the spread of avian flu. In order to do so, it is
necessary that there must be study on vaccination evolvement Pl. Further, the knowledge of mathematical models is
in modeling avian influenza is required. The use of compartmental models helps to understand the dynamics of
virus spread [/ and use of optimal control strategy ! enriches the concept of controlling the virus spread. The article
focuses on the poultry population and hence the study of how mathematical modeling on poultry farm species [8-10]
prevents in development of virus spread. These studies collectively contribute to the understanding of avian
influenza dynamics from which the proposed article is furnished providing valuable insights for pandemic
preparedness and control strategies.

1. Materials and Methods

2.1 Mathematical Model Formulation:

The aim of the article is to focus on control measures to reduce the spread of avian influenza. So, a comprehensive
model is developed considering both the population of avian and human. The proposed model incorporates the idea
of vaccinating the poultry and also human to follow control measures. The model is comprised of SIR-SEIR
compartments as given as follows.

% = (1=m)A, = B,S, (), (1) — 1,5, (1)

% = B,S,(D1,(1) (1, + k)1, (¢)

dRC,;t(t) A, - 1R (1)

% =(1—-m)A, - B,S,(I, + E,)~ B,,S, 1, — 11,5, @
%:ﬁh&i({h +E,) = (7 +5,+ 1)E,

d’:h(t) = BSil, + 7 E, — (8, +hy + 1)1,

%:%Ah +8,E, + 8,1, — 1LR,

Provided the total avian population is given by N, (¢) =S, (¢)+ I,(¢) + R, (¢) and the total human population is
givenby N, (1) =S, () + E,(t)+1,(t)+ R, (¢) .
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The notations S, (¢),/,(t) and R, (¢) denotes the susceptible, infected and recovered avian correspondingly,
whereas S, (¢),E,(t),,(¢t) and R, (¢) denotes the susceptible, exposed, infected and recovered human
respectively. Here A,, A, are the recruitment rate and u,, y,are the mortality rate of human and avian
respectively. The rate at which the transmission occurs among avian, avian to human and among human is given by
By, B, and B, respectively. The latency period of the model is denoted as}. The individual recover without
infection depending on their immune power is denoted as §, . The infected individual who shows symptoms fall in
the infected compartment. Those infected individual might get recover and its rate is given by &, or they may die
due to disease and is denoted as k, and k, respectively. Now, the parameter m;, gives the vaccination rate of the

avian, which is one among our preventive strategy. Similarly, for the human there is no proper available vaccination,
so the safety measure has to be followed by the human. Safety measures like avoiding avian contact. If suppose the
human is in the situation of being in contact with avian they must use the PPE (Personal Protective Equipment) kit
which includes face mask. Later, they must sanitize themselves. Thus, the rate at which human practice control
measures is given by m, . These individuals are considered to move to the recovered compartment directly.

Mathematical Analysis:

The analysis of the proposed begins with some prerequisite lemmas.

Lemma 1. The solution set of the model (1) along with the initial conditions will be non-negative for all time f > 0.
Proof.

From model (1), considering the first equation of avian population, we have

ds

Ttb =(1=m ) Ay = BySyL, = 1S,
ds,
2= (Bd, + )t
Sb
Integrating on both sides and simplifying, we get
S, (t) = S(0). Pl
Asl —C, we get
S,(#)=0

Similarly, it can be proved that/, (#) 2 0, R, (¢) 2 0 and S, (t) 20, E,(¢) >0, /,(t)>0 and R, (¥) > 0.

Lemma 2. Prove that the biological feasible region for the proposed model (1) is

d= {(S,, (0),1,(1), R, (1), 8,(1), E, (£),1,(1), R, (1)) €[ | :0< N, () < ﬂ, 0<N,(1)< ﬂ} which is
M

1 Hy

invariantly positive and is attracted in D
Proof.

Wehave N, (t) =S, (¢) + I, (t) + R, (¢) which implies
dN,(0) _ dS,(0)  dI, (1) | dR,(0)
dt dt dt dt
<Ay~ N ()

A
As limsup N, (t) < —=
—>x0 Iul

Similarly, it is possible to prove |im sup N, (1) < ﬂ .
1= Hy
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Hence, solution set is bounded within the region @ .

Determination of Existence of Equilibrium Points:
In this section, we determine the existence of disease-free equilibrium (DFE) and endemic equilibrium (EE) for both

the population. For model (1), the disease-free equilibrium for the avian population is denoted as 52 and is obtained

1—m)A
asEd= (S ,? ! ,? ,R[? ) = (m,0,0J. Also, the endemic equilibrium of the avian population is denoted and
H
obtained as £, = (Sb,lb,Rb ) = [L, Br=m)A, =ty + ki) , % j
By By (14 + k) i

Similarly, the disease-free equilibrium &%) and the endemic equilibrium (&, ) of the human population is obtained
y q ) q N pop

as given below.

1_ A * * * * *
£ =(S,?,E,?,1,?,R,?)=(%,0,0,0J and &, = (S, E;.1;.R; ),

H
where
. . C,(y+6 + ),

S;:M,EhZQI,[h= ﬂbh 20/ 1 ,Lt2) b and RZ:mzAh +(5'C3+52)I;

By (C +Cy) Bi(C + )0, +ky + 1y, —yCy) My My
Whereas,
Co=Budy (r + 6, + ) +y [ (A= m)A, = (Byhly + 1) |, Co = (8, +hy + ) (A= m)A, = (B + ]

and C, = C_2

Cl

Thus, the equilibria exists for the proposed model and it is determined.

Determination of Basic Reproduction Number:

The basic reproduction number (%)is the expected number of individuals directly infected by one infected
individual in a population considering all the individuals are susceptible to the infection. The expression of the
reproduction number of the proposed model can be obtained by determining the Jacobian matrix of the infective
classes namely 7, , E, , I, .

ByS, — (1 + 1K) 0 0
JU,.E,. 1) = 0 BiuSy —(r +6+ 1) BiS
BonSy /4 (6, +hky + 1)

Thus,

ByS, 0 0 —(ty +hky) 0 0
F=| 0 GBS, BpS, |and V = 0 —(y+0,+1) 0

BuwSy 0 0 0 /4 —(6y +ky + 115)
Now,
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_ﬁbSb 0 0
(4 +ky)
Fyl = 0 —BiS (1+ /4 j —BiSi
(y+6,+1) 6y +hky+1y) ) (6, +ky +p5)
_ﬁbhsh 0 0
(14 +ky)

The spectral radius of the above matrix yields the basic reproduction number (R,)) . Thus the expression of R is
obtained as p (FV’1 ) =max{R,,R,},

S S,
where B, =— P15 (1+ 4 J and R, =P

(r+6,+ 1) (6, +ky + 11r) (y + k)
Local Stability Analysis of the Equilibrium points:

1- A 1- A
Theorem 3. The disease-free equilibrium &= (( o ) b ,0,0, ( mz) h ,0,0, OJ is locally asymptotically
i )
stableif R <I.
Proof.
The Jacobian matrix of the proposed model at the DFE gives,
-1 -B,S, 0 0 0 0 0
0 (+k)R-1) 0 0 0 0 0
0 0 -1 0 0 0 0
J(go ) =l 0 —BenSh 0 -1, =BS, —BiS) 0
0 0 0 0 Jss B.S, 0
0 By 0 0 /4 -0, +hky+w,) 0
0 0 0 0 o o, —U,

Itis clear that —p,, —u,, — (0, +ky + 1), — Hys Jan» — M, and jss are the eigenvalues of J(go)

The above matrix will be stable provided it satisfies the following conditions,
() Jn =By, (1 +k) = (4 +k)( R, ~1) <Oand

(6, +ky +11y)
Oy +hy+ 1, +7,

(ii)jsszﬁhSh_(7+51+/v‘2)=(7/+51+1u2)( R1_1J<O

This is possible only if R, <1 and R, <1.

Hence, the DFE is locally asymptotically stableif R, <I.

Theorem 4. The human only endemic equilibrium & ; = (S 1? ,0,0,8 ; E ; 1 ; , R; ) is locally asymptotically stable only
if R >1, R, <1.

Proof. The Jacobian matrix of the proposed model at the human only EE gives,
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- -B,Sy 0 0 0 0 0
0 B,S —(+k) 0 0 0 0 0
0 0 1 0 0 0 0
J (50) =l 0 —ﬁthZ 0 - —ﬁhS; _ﬁhS; 0
0 0 0 0 s By, 0
0 BuS) 0 0 ¥ A&+k+w) O
0 0 0 g %, —H,

Clearly, —pt,, — py, —(6, +ky +11,), — 1y, o, — M, and jgs are the eigenvalues of J(go)

The above matrix will be stable only if it satisfies the following conditions,
) 0
() jo =BSy — (14 +hk) =1 +k1)(R2 _1) <0and

. *
(i) Jss = BpSy — (7 +6 +1£) <0
Thus the inequality (i) holds only if R, <1.

Now, inequality (ii) holds as it yields a negative value as below

(8y +hy + 1)y +6, + 1)
By +hy + 11, +7)

_ (6 +hy + 1)y + 6, + 1) = (8, +hy + 1, + ¥ )y + 6, + 1y)

(6, +ky+ 1, +7)

ﬂhS;_(7+51+1u2)::Bh[ J_(7+5l+ﬂ2)

y(r +9,+ i)
(6, +ky+ 1, +7)
This occurs only if R, > 1.

Hence, the human only EE is locally asymptotically stable only if R, >1 and R, <1.

Global Stability Analysis of the Equilibria:
Theorem 5. The DFE s globally asymptotically

D :={(S, (1)1, (1), R, (1.8, (). E, (1).1, (). R, (1)) € |} if R, <1.

Proof.

stable in

In Theorem 3, it is proved that the DFE &£ Ois locally asymptotically stable only if R, <1. So, it is enough to show

that £ is globally attractive in the positively invariant and attractive set.

The proof proceeds with the fluctuation lemma by considering the solution set (Sb .1, b (t)) of the avian population

subsystem only. It considers only Susceptible and Infected avian populations as these two equations are independent

of the Recovered compartment of avian.

The fluctuation lemma states that there exists a sequence {tn} such thatf, — o0, we have 1 (tn)—>100 , and

I'(t,) > 0asn—>o0.
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Hence, using the fluctuation lemma, the infected avian becomes/,’(t,) = 3,5, (t,)1,(t,) — (1, + k)1, (z,) which

implies OﬁﬁbSZOIZO—(M +k|)120and henceOS(Rz —I)IZO.SinceR2 <1, we getIZOZO.

1-m))A,

Againas 1 —>0, the susceptible equation becomes Sy < ( IfR, <1, then lim S, (1) = m .Thus,

Hy t— o H

1-m)A

for the system of avian population, we have lim (Sb (), 1,(¢ )) = ( b, OJ holds for all solutions of the avian
[—0

A
system.

. 1-
Similarly, for the human population it can be proved that llm(Sh ®),E, ()1, (t)) (( m)A, ,0 OJ ifR <1.
[—0 ’u]

Hence, the DFE £° is globally asymptotically stableif R, <1.

Theorem 6. The EE Eis globally asymptotically stable in
= {(Sb(t),lb(t), Ry (6),8, (1), E,, (1,1, (1), R, (t)) €] 1}ifR0 >1.

Proof. Considering a Lyapunov function as follows
L‘:%Zl (5,-5;) +%12(1b ) +%z3(sh -5;) +%l4(Eh B} +%15(1h )
Differentiating with respect to ‘ £, we get
L=1(8,=8;)S, +L (1, ~ 1)1, +L(S, = ;) Sy +L (B, - E; ) B, +1(1, - 1)1,
= (Bl + 11)(S, =S +L[BS, ~ (i + k)1, ~ 1) L[ Bl + 1, + B+ 11 )(S, S5
VLB, ~ (0 +8, + )| (Ey— By ) ~ 1 (8, +ky + 1) (1, - 1)
~1B,S,(S, =S (1, = 1y )+ LB, (S, =i ) (1, = 13 ) =1, BuSi (S =3 ) (1, 17 )
~LB,S, (S =S (B = B3 )~ 58,5, (S, = $3 ) (1, - 11)
1B, (1 + E)(S, = S )(Ey — Er )+ LBS, By — B3 ) (1, = 1) +5BuS, (1, = 1, )(1, - 1)
+ 1Bl (S, =501~ 1 )+ b5y (B, — B3 ) (1, ~ 1)

It is required to show that Lis negative.
So, the condition of the global stability of the endemic equilibrium point are determined as

) aja ) aya ) Gya ,  Gnda 5,  4daya
a < e al <2t <3 2 a2 Pass
2 2 5 5 25
5 aya 5 aua 5 dsa , 4asa 5 dssd
ahy<Zuts o fals o p Astp 2 Pty o Assta
5 5 5 25 5

Thus, £ will be negative only if the foresaid condition holds.

k
(i K (ﬁbSb )2 < 72“”1 (4 + k)
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) 2 _k
(i) Ky (By1,)" < ?M (4 + k)
k
(i) &y (BS)” <=5k (bt + o)
. 2 _ky
(iv) k(B,S,)" < ?#2(7 +6,+ 1)
4
©)  k(B,S,)’ <2—5k5,u2(52 +h, + 11y)
2k
&) k[ B (1) < T+ 8+ )
3 k
Vi) Ky (ByS))" < 6+ )Gy + ey + 1)
k
Vi) ks (Byud,)” <=5 + 58y + ey + 41y)
) 4
@) ks(Byd,)’ <Ek3#2(52 +hy + 11y)

k
ks(5, +k, +,u2)<?4(}/+51 + 1)

By consideringk, =k, =k, =1, L' becomes negative. Also, inequality (i) and (vii) holds only if R, >l and R, >1.
Hence, it is clear that the EE is globally asymptotically stable only if R, >1.

RESULTS AND DISCUSSION

In this section, numerical simulations are performed supporting the optimality of the proposed model. Considering
the following initial values Sho =99000, Eho =100, 7, hy =100 and Rho =0,the dynamics of the human only

population in the proposed model is obtained by simulating it in the mathematical software named MATLAB as
follows. Figure 1 explicitly shows that the recovery curve inclines enriching the novelty of the proposed model. Also,
the exposed and the infected curves are notably declining rapidly showing a better result in reducing the spread of
the avian influenza. The susceptibility curve ensures that in future the number of cases will be less in number. Also,

the dynamics of the avian population with the initial values Sbo =1000, Ibo =800 and Rbo =10is obtained using

MATLAB as follows. Clearly, the infected curve of the avian population is reducing after an initial rise. Also, the
recovered curve of the avian population is appreciably high. Thus, the spread of avian influenza among the avian
will be also controlled. Further, the analysis on reproduction number R, is performed by considering the values in

Table 2 of [10].Considering the maximum value from R, and R, , we obtained the following result.
Case (a): Reproduction number at the disease-free equilibrium is obtained as R, = 0.001134 <1
Case (b): Reproduction number at the endemic equilibrium is obtained as R, > 1

Hence, the numerical simulation sustains the stability of the proposed model.
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CONCLUSION

Eventually, the proposed model shows positivity and boundedness. Also, the existence of equilibrium points is
determined followed by it the expression for the reproduction number R, is obtained by solving the Jacobian matrix

of the infected classes of the proposed SIR-SEIR model. Additionally, the stability of the equilibria is determined
locally and globally. The local stability is determined by solving the Jacobian matrix of the reduced model. Whereas
the global stability is proved with fluctuation lemma and Lyapunov function. The numerical simulation confines to
the optimality of the proposed model highlighting the concept of vaccinating the avian and practice of control
measures by humans ensures the novelty of the model which helps to control the spread of avian influenza.
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Figure 1: The dynamics of only human population of the SIR-SEIR model
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ABSTRACT

This paper presents a novel perspective of separation axioms in neutrosophic topological spaces by
means of neutrosophic Y —open sets. The concepts of neutrosophic Y —T; spaces(i =0,1,2) are
introduced and their characterizations are studied.

Keywords: neutrosophic Y —open, neutrosophic Y — T; space, neutrosophic Y — T; space, neutrosophic
Y —T, space.

INTRODUCTION

Smarandache9, in 1998 initiated the concept of neutrosophy to study the nature and scope of neutrality which further
led to the origination of neutrosophic sets. Salama and Albowi7 introduced neutrosophic topological spaces and
other topological concepts have been explored by various researchers.The concept of separation axioms in
neutrosophic topological spaces were introduced by Ahu Acikgoz and F. Esenbell by employing the notion of quasi-
coincidence. Later,Suman Das et.all2 have also defined and established some basic results related to separation
axioms in neutrosophictopological spaces. The focus of this paper is to introduce the concept of
neutrosophicY" —separation axioms in neutrosophic topological spaces. We have defined neutrosophicY — T;
spaces(i = 0,1,2) and observed the attributes and interrelationship between these spaces. Moreover, the notion of
neutrosophicY” —kernel has also been defined to characterize the spaces.
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Preliminaries

Definition 21:7Let U be a non-empty fixed set. A neutrosophic setL is an object having the form
L ={<upu ), o )y, (uw) >:u €U} where u,(u),o,(uw)and y,(u)represent the membership, indeterminacy and
non-membership functions respectively of each element u € U.A neutrosophic set L = {< u, u; (u), o, (W), y,(w) >:u €
U} can be identified to an ordered triple < y;,0;,y, >in ] 0,1"[ on U.

Definition 2.2: 7Let U be a non-empty setand L = {< u, yu; (u), o, (w),y,(u) >:u € UL M = {< u, ppy (W), o4y (W), yp () >
:u € U} be neutrosophic sets in U. Then

(i) L € Mifu,(w) < py (), 0,(w) < oy (w) and y, () = yy () forallu € U.

(ii)L U M = {< umax{u, (u), uy (W)}, max{oy, (w), op (W)}, minfy, (w), yy (W)}>:u € U}

(iii) L N M = {< u,minfu, (), pp (W)}, minfoy, (w), o (W)}, max{y, (w), vy W}>u € U}

(V)L = {<u,y,(w), 1 - oW, u,(w) >:u € U}

(v) Oy, = {<1,0,01>u € Ulandly, ={<u1,1,0>:u€ U}

Definition 2.3:7A neutrosophic topology on a non-empty set U is a family 7y, of neutrosophic sets in U satisfying
the following axioms:

@) On,,, 1y, € Tw,

({)UL; € ty V{Lpi €} S Ty,

(i) Ly N L, € Ty, forany Ly, L, € Ty,

The pair (U, 7y,,) is called a neutrosophic topological space. The members of 7y, are called neutrosophic open(N-0)
and its complements are called neutrosophic closed (Ny,C).

Definition 2.4:1A neutrosophic set L = {< u, u;(w), o, (u),y,(u) >:u € U} is called a neutrosophic point(N,,P) if for
any element v € U,u;,(v) = a,0,(v) = b,y,(v) =c for u=v and p,(v) =0,0,(v) =0,y,(v) =1 for u # v, where
a,b,c are real standard or non-standard subsets of ]~ 0,1"[. A neutrosophic point is denoted by ugp c.For the

neutrosophic point u, j, ., u will be called its support.

Definition 2.5:1A neutrosophic point u, . is said to be neutrosophic quasi — coincident with a neutrosophic set L,
denoted by u,j, (qLif ugp . & L°. If uyp - is not neutrosophic quasi - coincident with L, we denote it by u, gL.

Definition 2.6:4A neutrosophic set L of a neutrosophic topological space (U, 7y, ) is said to be
neutrosophicY —open(N, Y0) if for every non-empty N closed set F=#1y, ,L < Ntrcl(Ntrint(L UF )). The
complement of neutrosophicY —open set is neutrosophicY —closed. The class of neutrosophic Y —open sets is
denoted by N, YO(U,7y,).

Theorem 2.7:4Every N,.open setis N, ¥ —open.
Theorem 2.8 :6Let (S, 7, ) be a neutrosophic subspace of (U, TN”). Then a neutrosophic set L in S isN,. Y —closed in
(U, ‘L'Ntr)if and only if L is N, Y —closed in (S, ‘L';,n).

Definition 2.9:5A function fy :(U,ty,) — (V,pn,) is said to be neutrosophicY —continuous if fy, } M) is
Ni'Y —openin (U, ty, ) for every Nyopen set M in (V, pNtr).

Definition 2.10:5A function fy, :(U,ty,) — (V,pn,) is said to be neutrosophicY —irresolute if fy, } M) is
Ni'Y —openin (U, ty, ) for every N, Y —open set M in (V'pNn)'

Definition 2.11:6A function fy_:(U,ty, ) — (V,py,,) is said to be a neutrosophicY —open if fy, (L) is N Y —open in
(V, py,,) for every Nyopenset L in (U, 7y, ).
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Definition 2.12:12A neutrosophic topological space (U, ty,,) is said to be a N, To— space if for every pair of
neutrosophic points u,, .and v u # v in U, there exists Ny.open set L in (U,7y, ) such thatug, . € L,v, , . €L
"€ L.

abc’
orUgpc € Lvy p .
Definition 2.13:12A neutrosophic topological space (U,ty,) is said to be a N, T; — space if for every pair of
neutrosophic points u,;, .and v, ., u # v, there exists N, open sets L and M in (U, ty,, ) such that u,, . € L,v, , . €
Landugpc € M,v, . € M.

Definition 2.14:12A neutrosophic topological space (U, ty,,) is said to be a N,.T, — space or neutrosophichausdorff
space if for every pair of neutrosophic points u,,.and v u # v, there exists Ny-open sets L and M in (U, 7y, )
such thatug, . € L,v "EMandL c M°.

apch

abc

NeutrosophicY — T, Spaces

Definition 3.1: A neutrosophic topological space (U, 1y, ) is said to beN,. Y —T, if for each pair ofN. Pu,, .and
oW #F vinU, there existsNy, YOSLin (U, ty, ) such thatu,, . € L, v "€ L.

Example 3.2: Let U = {u, vlandty,_ = {Oy,, 1y, ,L} where
L={{<uabc><v001>k0<a<10<b<1,0<c<1}is the collection of neutrosophic sets in U. Clearly,
U,tn, ) isa Ny ¥ — T, space.

v "€Lorug,. €L,v

ap'c abc

Theorem 3.3: Every N, T, —space is N, Y — T,

Proof: Let (U, Ty, ) be a Ny, Ty —space. Then, for each pair ofNy.Pugy .and v, ., u # v, there existsN, OSL in (U, Ty, )
such that ugpc € L,v, o € Lorugyc € L,v, . € L. By theorem 2.7, Lis N YO. Hence (U, 7y,,) is Ni Y — To.

The following example substantiates that the inverse of the above theorem need not be true.

Example 3.4: Let U = {u, vlandzy, = {Oy,, 1y, , L} where
L= {{< u,a,b,1—a ><v,0,01>}a,b€ (0,0.5]}15 the collection of neutrosophic sets in U. Clearly, (U,ty,) is

..........

........................

L,v0203,7 € L. Therefore (U, 7y, ) isnot a Ny, Ty —space.

Definition 3.5: The neutrosophicY —kernel of a neutrosophic set L in (U, 7y, ) is the intersection of all N, Y —open
supersets ofL.It is denoted by N, Yker(L).

Theorem 3.6: A neutrosophic topological space (U, 7y, ) is N Y’ — Tyif and only if for every pair u,) .and v
vin U, either ug, . & N Yker(vy . anc €Ny Yker(ugpc).

Proof: Let U be a N X' — T, space. Then, for every pair of Ny-Pugp cand v, o, u # v in U, there existsNy, YOSL in U
such that ug,c € L,v, . apc EL-Now, ugp  €Lv, ,  EL=v,, & NtrYker(ua,b,C) for
suppose v, , . € Ny Yker(ugp,c)there exists no N YOSL in U such that ugpc €L v, , . &Lwhich is a
contradiction. Similarly, Ugpe & L,V CEL=>ugy & NtrYker(va"b"C'). Conversely, suppose

abc U F

Jorv

&L or ug,. €LV

ab'c
Ugpe & N Yker(v, ) or vy o € NtrYker(ua,b,C) for allu,) .and v, ) ., u # v in U. Then, there existsN,, YOSL in

U such thatu,, . € L,v "ELorug,. €ELv - & L.Hence U is N, Y — T,

abc ab'c
Theorem 3.7: Let fy,_: (U,ty, ) — (V, py,,) be ainjectiveN,,. T —continuous function. If (V, py, ) is Ny, Ty, then (U, 7y, )
is N, Y — Ty,

Proof: Let u; , and u, andv, inV

ab,c a,b,c

such that thr(ula,b,c) = V1, vy (uza,blc) =1,,,. and v; #v,. Hence uy,, = fyl(vy,, ) and u,, , = fN_t:(vza,b,c)'
Now, since V is N;,-T, there existsN,.OSL in V such thatv, , €L,v, , €Lorvy,k €L,v, k€ L. Again, since fy, is
Ny’ Y —continuous, fy*(L) is N, YO in U. Also, vy, €L = fyt(vy,, ) € i (L) = wy,, € fy,)(L) and v, €L =

u; # u, be any two Ny.Pin U. Since fy,, is injective, there exists Ny-Pv;

a,b,c’
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Uz, € I, }(L). Hence, for any two Ny Pu, , and u,, ,u; # u, in U, there existsN, YOSfy, rl(L) in U such that
Ugpe € frr W)Uy, € it (L) orwy,, € fir (L), Uy, , € fy-(L). Therefore, U is N, ¥ — To.

Theorem 3.8: Let fy, :(U,7y,) — (V,pn, ) be a one-one N, Y —irresolute function. If (V,py,) is NiuY —T,, then
U,tn,, ) is Ny Y = T

Proof: Let Uy, and Up, ot F Uz be any two NP in U. Since fy,, is one-one, there exists Nep Py, and Vagpe NV
such that thr(uia,b,c) = via,b,c'thr (uza,b,c) = Voupe and v; # v,. Hence Wigpe = fN_ti(vla,b,c) and U2gpe = fN_;(vza,b,c)'
Now, since V is N, Y — T, there existsN, YOSL in V suchthatv, , €L,v, , &Lorvy, &L, €L Again, since
fu,, is NpY —irresolute, fy'(L) is Ny YO in U. Also, vy, € L= fy! (v1a,b,c) € fup(L) = uy,, €fylL)and vy, &
L=y, &fy, ri(L). Hence, for any two Ny-Pu,_,  and u,,, ,u; # U, in U, there existsN, YOSy, j (L) in U such that
Uy € frr W)Uy, € frt L) orwy,, € fii (L), Uy, , € fy.(L). Therefore, U is N Y — Tp.

Theorem 3.9: Let fy, : (U,7y,) — (V,py, ) be a bijective N, Y —open function. If (U,7y,, ) is N, T, then (V,py, ) is
Ny Y —T.

Proof: Let Vigpe and Vagper V1 # V2 be any two N,.Pin V. Since fy, is bijective, there exists N, P U, and Ug, o U #
u, inU such that fy, (uia,b,c) =vy,,. and fy, (uza,blc) = V3, - NOW, since U is N, Ty, there exist N, OSL in U such that
ape EL Uz, &L Or uy , €ELu, €L Since fy, is NgY —open, fy, (L) is N, YO in V. Also, U, EL=
fye (ula,b,c) € fy, (L) = Vigpe € e (L) and Uz, EL=v1,, € [y, (L). Hence, for any two NyPvy,, and v, v #
v, in V, there existsN, YOS fy_(L) in V such that Vigpe € thr(L)'Uza,b,c € fn, (L) or Vi € g (L),vza’b,C € fy,, (L)
Therefore, V is Ni,.Y — Ty,

Uy

Neutrosophic Y — T, Spaces

Definition 4.1: A neutrosophic topological space (U,ty,, ) is said to beN,Y — T, if for every pair of N, Pu,, .and
Vo' p' ¢ U F v, there exist N, YOSL and M in (U, 7y, ) such thatug e € L, vy pr o € Land ugy, c € M,vg 7 o0 € M.
Example 4.2: Let U = {u, v}y, = {Op,, £, M, N, 1y, } where
L={L;={<u,a;,b;c;><1001>}30<a;<1,0<bh;<1,0<¢ <1}
M={M;={<u,001><v,a;,b;,c>}:0<a<1,0<b;<1,0<c <1}and

N ={L;UM;: L; € L,M; € M}are collections of neutrosophic sets in U.

Clearly, (U, 7y, ) isa N'Y — Tyspace.

Theorem 4.3: Every N, T; —spaceis Ny,.'Y — Tj.

Proof: Proof follows from theorem 2.7.

However, the ensuing example reveals that the reverse implication need not hold.

Example 44: Let U={uv}ty, = {0y, L1, Lz L3 1y, }where L;={<u04,0302><v050303>}L,=
{<4,05,03,0.2><v,04,03,02 >}andL; = {< 4, 0.503,02><7v,0.50.3,0.2>}. Clearly, (U,y,)isN;Y—T;. Now,

..........

..................

L,v0208,04 € L. Hence (U, Ty, ) isnota N, T; —space.
Theorem 4.5: Every N,,.Y — T; space N.,.Y — T, but not conversely.
Example 4.6: Consider example 3.4 in which the neutrosophic topological space (U, Ty, )is Ni-Y — To. Now, for any

...............

...............

Ny Y —T,.

Theorem 4.7: A neutrosophic topological space(U,zy,) is NiY —T; if and only if for eachNyPug,. in
U, NtrYker(ua,b,C) SUpgma<p;b<qc=r.

Proof: Let U bea N, Y — T; space and NtrYker(ua,b,C) # Upgr @ < P;b < q;c =71. Then, there exists a N, Pvy/ pr o/, u #
v such that vy, € NtrYker(ua,brc). This ensures that there exists a N.,.YOSLin U such that u,,, € L andvy o € L
which is a contradiction. Conversely, suppose NtrYker(ua,b,C) =Upgma<p;b<gq;c=7r and U is not N, Y —T;.
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Then, for every u,p.and v,y o/, u # v, there exists aN, YOSL in U containing v, ' . whenever u, . € L. Hence
Vg'p et € NtrYker(uarb,C) which is a contradiction. Therefore U is a N;,-Y — T;space.

Theorem 4.8: A neutrosophic topological space (U, Ty,,) is Ni,Y — T if and only if for every pair u, , cand v, pr o1, u #
vinU,ugpe & NpYker(vy o) and vy yr oo @ Ny Yker (ugp, o).

Proof: Proof is similar to theorem 3.6

Theorem 4.9: A neutrosophic topological space (U,7y,) is Ny Y —T; iff for every ugpc,va'pc,u#v in
U, N Yker(ug ) 0 Ny Yker (v o) = Oy,

Proof: Let U be a N, Y — T, space. Then, by theorem 4.8, for eachu, , .and vy, o1, u # vin U,ugp o & N Yker(vgr pr o)
and vy, & NtrYker(ua,b,C). Hence NtrYker(ua,b,C) n NtrYker(vaf,bgcl) =0y,,. Conversely, suppose U is not
N Y —T; Then, for each u,p.and vy pr o, u # v in U, either ugp . € Ny Yker(vyr pr o) OF g pr ot € NtrYker(uarbrc).
This implies that NtrYker(ua,b,C) n NtrYker(vaf,bgcl) # Oy, which is a contradiction. Hence U is a Ny Y — Tyspace.

Theorem 4.10: Let fy, : (U, Ty, ) — (V, py,,) be a function between two neutrosophic topological spaces.

(@) If f,,is NiY —open bijective and (U, Ty, ) is Ni Ty, then (V, py, ) is Ny Y — T

(ii) If fy,, is one-one Ny, Y —continuous and (V, py, ) is N;- Ty, then (U, 7y, ) is Np Y — T

(iii)If fy,, is one-one, N, Y —irresolute and (V, py,, ) is N Y — Ty, then (U, Ty, )is N Y — Ty

Proof:

(i) Let vy, and vy, ,v; # v, be any two Ny,.P in V. Since fy,, is bijective, there existsNy,-Pu,_, and u,,, U # U,
inU such that fy, (uia’b,c) =V, and fy, (uza,blc) =1y, Now, since U is N, Ty, there exist N;,.0SL and M in U such
thatu, , €Luy,, €Landu , €Mu,, € M. Since fy is N, Y —open, fy. (L)and fy, (M) are N YO in V. Also,
w,, €L = fy, (uia,b’c) € fy, L) =vy,, €fy, (L) and u,,, €L =v, ¢ fy, (L). Similarly, v, €& fy (M)and
V2, € fn,(M). Hence, for any two N,.Pvy , and v, , ,v; # v, in V, there exists N, YOSfy, (L) in V such that
Vipe € g L), Vaane € Iy (L) and Vigpe € (M),vza,m € fv, (M). Therefore, V is N, Y — T.

(i) Let uy , andu, , ,u; # u, be any two NP in U. Since fy, is one-one, there exists Ny, Pv; , and v, , inV such
that fy,, (uia’b,c) =Vy 0 an(uza,b,C) =V, and vy # v,. Hence uy, = fyl(vy,, ) and u,,, = fN_ti(vza,b,c)' Now,
since V is Ny Ty, there existN;,OSL and M in V such thatv, €Lv, €Landv, K €Mv, k€ M. Again, since
fu,, is No'Y —continuous, fy'(L) and fy!(M) are N,YO in U. Also, vy, €L = fy'(vy,, )€ fit(L) = uy,, €
fop@L) and vy, EL=u, , € fyl(L). Similatly, v; , €M =, , € fy (M)and v, , EM =u, , € fy(M).
Hence, for any two Ny Py, and up,, , Uy # Uy in U, there existNy, YOSfy, }(L) and fy, } (M) in U such that u; , €
faom @) uz,, € fur (L) andwy, € fy (M), u,,, € fy.}(M). Therefore, U is NiY — Ty

(iii) Proof is similar to (ii).

a,b,c

Neutrosophic Y — T, Spaces
Definition 5.1: A neutrosophic topological space (U, Ty, ) is said to beNY — T, or N'Y —hausdorff if for every pair
of Ny-Pugpcand vy o1, u # v, there exist N YOSL and M in (U,Ty, ) such that ug), . € Lvgy s €M and LNM =

Oy, -

Example 5.2: Let U = {u, v}, 7y, = {0y, L1, Ly, 1y, } where L; ={<%,1,1,0><v,0,0,1>} and L, ={<%0,0,1><
v,1,1,0 >}Clearly, (U,7y,,) is a NiY — T space.

Theorem 5.3: Every N.,.Y — T, space Ny, Y — T;.

Proof:Let ugp ¢, Vo p'c', 4 # U be any two Ni,.P in U. Since U is N,'Y — T, there exist N, YOSL and M in (U, 7y,.) such
that ugpc € L,vg e EMand LNM =0y, . Since ugp € Land LNM = Oy, ,ugp € M.Similarly, vy pr o+ € L. Hence
there exist N, YOSL and M in (U, 7y, ) such that ugp . € L,vg o € L and ugpe € M, vy oo € M. Therefore U is
Ny Y —T,.

The following example substantiates that the inverse of the above theorem need not be true.
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Example 5.4: Consider example 44 in which the neutrosophic topological space (U,ty, )is N Y —T;. Now,
1,0.5,0.9,0.2 >} such that Up5,02,0.7 € LVo20804 E L and Up.502,07 E M, V0208.0.
Therefore U is not N,.Y — T.

Definition 5.5: A neutrosophic topological space (U,7y,, ) is said to beN Y — qT, or N Y —quasi hausdorff if for
every pair of Ny-Pugp cand vy pr or, u # v, there existN, YOSL and M in (U, ty,,) such that ug ¢ € L, vape € M and
LGM.

Example 5.6: Let U= {u,v}ty, ={0n,, L1,L2L3Ls1y,} where L;={<u030804><v,0,0,1>}L;=
{<4,0,091><7v,04,0201>},L; ={<4,0081><v,0,0,1>}and L, = {<4,0.3,09,04 ><v,0.4,0.2,0.1 >}.Clearly,
(U,7y,,)isa Ny Y — qT, space.

Theorem 5.7: Every N,,.T, —space is Ny, Y — qT>.

Proof: Proof follows from theorem 2.7

However, the ensuing example reveals that the reverse implication need not hold.

Example 5.8: Let U = {u, v}, 7y, = {Oy,,, Ly, L2, L3, 1y, } where L; ={<,0.3,04,0.1 ><v,0,0,1 >}, L, = {<1,0,01 ><
1,0.4,0.2,0.1 >}, L3 = {<1,03,04,0.1 ><v,0.2,04,0.1 >}. Clearly, (U,y,)is NiY —qT, . Now, for ug4o1,06 and

.....
.....

.........

and L;qL;for somei, j = 1,2,3. Hence (U, 7y,, ) isnot N, T, — space.

Theorem 5.9: A neutrosophic topological space (U,ty,,) is NiY —qT, if and only if for every N Pvy . distinct
fromu,p, ., there existsN,, YOSL containing u, j, . such that v, o+ GN Ycl(L).

Proof: Let U be a N, Y — qT, space and u,j ., Vg p c'be NP in U. Since U is N Y — qT, and u # v, there exists
Ny YOSL and M in U such that ugp,. €L, vy p o €M and LGM.LGM = L € M° = N, Ycl(L) EM® = M <
(Ntchl(L))C = vy p e € (N Yel(L))C. Hence vy 1 GN, Ycl(L). Conversely, suppose for every Ny P,y o+ distinct
from ugp., there exists Ny, YOSL such thatugp, € L andvg o GNyYcl(L). Then, for every pair of N Pug,p. and
Vg p' o', U # v, there exist N, YOSL and M = (N, Ycl(L))€ such that ugp . € L, vy, € M and L € M€. Hence U is a
N..Y — qT, space.

Theorem 5.10: Let fy, : (U,7y,) — (V, py,,) be a function between two neutrosophic topological spaces.
()If fy,, is NoY —open bijective and (U, Ty, ) is N T,, then (V, py, ) is Ny Y — T

(ii) If fy,, is one-one Ny, Y —continuous and (V, py,, ) is Ni;- T, then (U, Ty, ) is N Y — T,

(iii) If fy, is one-one, Ny, Y —irresolute and (V, py, ) is Ny Y — To.then (U, Ty, )is N Y — T

Proof:

(i) Let vy, . and v, , , vy # v, be any two NP in V. Since fy,, is bijective, there exists Ny Pu,_, and u,,, Uy # U,
inU such that fy, (uia’b,c) =V, and fy, (uza,blc) = Vy,, Now, since U is N, T, there existN,.OSL and M in U such
that Uy, €Luy, €M and LN M = 0y, . Since fy, is NiY —open, fy, (L)and fy, (M) are N;;YO in V.Also, Uy, €
L= thr(ula,b,c) € fy, L) = vy, €fy, (L) and u, , €M =v, , € fy (M)Hence, for any two N,Pv; , and
Vaape V1 # V2 in V, there exist N, YOSfy,. (L)and fy, (M) in V such that V1pe € e (L), v,,,, € fn,(M)and fy, (L)N
fn, (M) = Oy, . Therefore, V is N Y — T5.

(i)Let uy , and Up, o U1 F Uy be any two NP in U. Since fy, is one-one, there exists Ny Puy,, and Vagpe NV such
that thr (uia,b,c) = Vigper thr (uza,b,c) = V2gpe and v; # v,.Then, Utgpe = fN_t: (1]1a,b,c) and U2epe = fN_ti(Uza,b,c)' Now, since
V is NgT,, there existN,.OSL and M in V such that Vigye € LiV2,, EM and LN M =0y, .Again, since fy, is
Ny'Y —continuous, fy*(L) and fy}(M) are N YO in U. Also, vy, €L = fy!(vi,, ) € fi,}(L) = wy,, . € fi,}(L).

T T

a,b,c

Similarly, v, , €M :uzabcef,\zi(M). Hence, for any two NyPu, , and u, , ,u; #u, in U, there exist
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N YOSfyH(L) and fy,}(M) in U such thatu,,, € fy'(L),uz,, . € fy,}(M) and fii'(L) N fy,}(M) = Oy, . Therefore, Uis
N, Y —T,.
(iii) Proof is similar to (ii).

Theorem 5.11: Let (U, 7y, ) be a N, Y — T; ({ = 0,1,2) space in which the class of all N;,YOS is closed under finite
intersection. Then every neutrosophic open subspace of (U, 7y, )isalsoa N, Y —T; (i = 0,1,2) space.
Proof: We shall prove for i = 0.The other cases(i = 1, 2) can be proved in a similar way.
Let (S, T,f,tr) be a neutrosophic open subspace of (U, TNtr)'ua,b,c and vy pr o7, u # v be any two Ny,.Pin S. Then u, ;, . and
V' p' o, U # v are NP in U. Since U is N Y — T, there existsN, YOSL in U such that ug), . € L, vy or € L Or Ug ) €
Lvg p o € L.Now, without loss of generality, let wus assume that ., €L, vy, €L Then
Ugpe ELNIY andvyy o € LN 1R, . By theorem2.7, 15, is N, YO in U and by hypothesis, L N 13, is N;, YO in U. By
theorem2.8, L N 15, is Ny YO in S. Hence there existsN,YOSL N 13, in S such that ugp € L N 13, andvg pr o € LN
13, Therefore (S, 73, ) is Ny Y — T,

In general, a neutrosophic set over a non-empty fixed set U is of the formL = {< u, y; (u), o, (W), v, (W) >:u €
U} wherep; (w), o, (w),y,(w) €]~ 0,1"[ . Henceforth, we consider the neutrosophic sets whose values are confined to
the standard unit interval. Such a neutrosophic set L is called a neutrosophic point denoted byu,, . if for any element
veUu,(v)=a0,W)=by,(v)=cforv=uand y,(v) =0,0,(v)=0,y,(v) =forv+u where 0<a<1,0<b <
land 0 < ¢ < 1. u,y, is called a neutrosophic crisp point(N,.C,) if = 0,b = 0,c = 1.CITATION Ray \11033 (Ray G.
C., 2021)
Theorem 5.12: A neutrosophic topological space (U, ty,,) is N Y — Tj if and only if for every pair of Ni,.Cpu, 4 gand
V110U #FVinU,upq 0§ NgYel(vy,10) and vy 04 NtrYCl(V1,1,o)-

Proof: Let U be a N,Y —T, space. Suppose both u; ;04 Ny, Ycl(vy10) and v;q0G Ntchl(vLLo) are false. Then
Up 1,0 G NerYel(v110) and vy109q Ntchl(uLLo). Now, uy1,0q NegYcl(v110) = up10 & (N Ycl(v1,1,0))¢. This implies
w10 € (N{L:L e N, YC(U, Ty, ) and vy € L})C =0 € U{L°: L°€ N, YO(U,1y, )andv,,, ¢ L}. Hence there
existsno Ny YOSM in U such thatu; ;0 € M and vy € M.Similarly, vy 10 q Ny Ycl (uLLo)ensures that there exists no
Ny, YOSM in U such that u;;0 ¢ M and v,;;, € M. This is a contradiction to our hypothesis. Hence
Uy 104 Ny Ycl(vy10) and vy 104 Ntchl(vmro). Conversely, suppose u; ;0§ NpYcl(vy10) and vy 410G Ntchl(vLLo). Let
Ugpeand Vg pr o, u # v be any two Ni-Pin U. Now, ;10§ Ne-Ycl(v110) = us10 € (NeYel(v110))C. Then ugy €
(NgYcl(vy,10))¢. and it is obvious that v, s & (N, Ycl(v4,1))¢. Since Ntchl(vLLo) is N YC, (N Ycl(vy10))° is
N, YO. Hence there exists NgYOS (NyYcl(vy10))° such that ug,.€ (NyYcl(vy10))¢ and vgp o €
(NeYcl(vy,10))¢. Hence U is a N, Y — T space.

Theorem 5.13: If (U , ‘L'Ntr) isa neutrosophic topological space in which every Ny,.Pis N, YC, then (U, 7y, )isa N Y — T;
space.

Proof: Let u, and v, o, u # v be any two NP in U.Since u # v,u,p . € (v11)¢. By assumption, vy ; 4is N, YC.
Therefore (v;14) is N, YO in U and obviously vy pr o & (v1,0)  Hence there exists a N, YOS(vy,10)¢ such that
Ugpe € (W11,0)5 Varp' ot & (V1,10)¢. Similarly, there exists a NiYOS(uy10)¢ such that ugpe & (Ug10) Vo p' e €
(v1,1,0)¢ Hence (U, 7y, ) is Ny Y — Ty

Remark 5.14: In particular, a neutrosophic topological space is Ni,.Y — T; if every Ny, Cpin the space is N, Y —closed.
Theorem 5.15: Let (U,TN”) be a Ni, Y —qT, space if and only if for every NPug;,. in U,ﬂ{Ntchl(L):ua,brc €
Land L € NtrYO(U, ‘L'Ntr)} SUpgma<p;hb<qgc=r.

Proof: Let U be a N,,Y — qT; space and ug ¢, V11,0, U # v be N,.P in U. Then, by theorem 5.9, there exists a N YOSL
containing u, p, . such that v; ; (GN,, Ycl(L). This impliesv; ;, € (Ntchl(L))C = V110 N N Yel(L) = Oy, = g/ pr ! N
N Ycl(L) = Oy, = vg'prcr & Ny Ycl(L). Hence for every Ny Pvgrpr distinct from
UaperVap'e' & N Ycl(L): ug e € Land L € N, YO(U, TN”)} Obviously, gy € N{NyYcl(L):ugp, € Land L €
NtrYO(U, ‘L'Ntr)} since ugp . € L. Therefore ﬂ{Ntchl(L): Ugpc ELand L € NtrYO(U, TN”)} SUpgmaS<phb<gc=T.
The converse part can be proved by retracing the above steps.
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Theorem 5.16: Let (U, Ty, ) be a N, Y — T, space in which every N.,.Cpis N;,YO. Then the following assertions hold
(i) for every Ny Pvgr 4 o+ distinct from uy, 5, ., there exists a N, YOSL containing u,, . such that v, pr ./ GNy, Ycl(L).
(i) N{Ny Ycl(L): ugpe € L and L € N, YO(U, TNV)} =Upgrma<Dp;b < q;c=rforevery ug, . in U.

Proof: (i) Since U is N, Y — T, space, for every pair of Ny, Pugp .,V p o/, U # v in U, there exists N, YOSL and v, 44
such that u,, . € L, vy o € V19 and LNvyy0=0y,.Since vy, is Ny YO, 0440 is N YC andL <
V11,0 This implies Ny Ycl(L) € v110° = V11,0 € (N Yl(L))C = vgrpr o0 € (N Yel(L))€. Hence
V' p' ' N YCl(L).

(ii) Proof is similar to theorem 5.15.
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ABSTRACT

We make a study on the Alpha product of a pair of Hesitancy fuzzy graphs (HFG) and Intuitionistic
hesitancy fuzzy graphs (IHFG) and validate specific outcomes in relation with this product.

Keywords: HFG, IHFG, strong IHFG, alpha product.
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INTRODUCTION

Euler initiated the development of graph theory. Zadeh [1] introduced fuzzy set concept. Rosenfeld [2] created the
idea of fuzzy graphs in 1975. Atanassov [3] introduced intuitionistic fuzzy sets. R.Parvathi [4] developed
Intuitionistic fuzzy graph (IFG). The Hesitancy fuzzy graph concept was created by Pathinathan [5]. Intuitionistic
hesitancy fuzzy graphs (IHFG) concept was discussed in [6,7]. We define the alpha product (a-product) of two HFGs
and IHFGs.The degree to which a vertex is hesitant in a HFG is determined by its membership (MS) and non-
membership (NMS) degree. Conversely, in an IHFG, the degree to which a vertex is hesitant is not related to its
degree of MS and NMS. We establish that, for two strong HFGs, theira-productis not necessarily be a strong HFG.
But, in the case of strong IHFGs, their a-product is a strong IHFG. If two IHFGs have a strong a-product, then at
least one of the IHFG will be strong.

Preliminaries

Definition 2.1. [6] A HFG is G: (V,E,o,u), V the set of vertices, o = ({1, x1,¥1), 4 = ({2, x2, ;) and {4, x1,¥P1:V —
[0,1]indicates MS, NMS, hesitancy degreeof v € V,
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G+ x1(v) + ¢ (v) = Lwhere P (v) =1 - [((v) + X1 (V)]

02 X2,V XV — [0,1]indicates MS, NMS, hesitancy degree of x,

) =G AL W) < xa(@W) V(WP (x) < P (W) AP (0)0 < G(x) + 12 (0) + P, (x) <L Vx = (wv) €V XV,
A and V represents minimum and maximum respectively.

Definition 2.2.[6] IHFG isG,: (V,E,o,1), 0 = ({1, X1, Y1), 4 = ({2 X2, ¥2),

0<{M+x@+yY, ) <1
() <G AGWx2(x) < X1 @) V (W2 (x) < Y1) AP ()0 < G(x) + x2(x) + 2 (x) < 1, forall x = (w, v).
Remark 2.3. [6] A HFG is an IHFG. But, an IHFG does not have to be a HFG. ¢ in figure 1 is a HFG with {;(w;) +
xw)+yY(w) =1, Vi,where Y(w) =1—[3 (W) +x1(w)]. G is also an IHFG.
G,is an IHFG since, 0 < {3 (v;) + x1(v;) + Y1 (v;) < 1,Vi. But, G, is not a HFG.

Definition 2.4.[6] G or G, is

{-strong if {;(x) = {1 (W) A (v) (Dx-strongif x,(x) = ¥, (W) V x,(v)(2) P-strong if P, (x) =1 (W) A, (v), (3)
forallx = (u,v) € E.G or G, is strong if it satisfies (1), (2) and (3).

Example 2.5. Strong HFG G and strong IHFG G,are shown in figure 2.

MAIN RESULTS

Definition 3.1.Let G, = (X,Ey,0,1), G,=(Y,Ey,0,u) with o= uxu¥1) 1= Gxz¥s) 0 =Cnxuds),
1 = ({3 X2, ¥;) be two HFGs. Their a-product is the HFG Gy X, G, =(XXY, E,0Xq0, u Xopu'), E= Uk, E;,
E, ={wiu, =u,w, €EEy}, E,={wiv; =v,,w; EEy}, E5={w:w; €EEx,w, € Ey}, E, ={w:w, & Ex,w, EEy},w; =
(U, uy) Wy = (v, 0,), w = ((ul, V1), (uz,vz)).Then, for x = (u,v),
(61 %a &) =4 AL (0 Xa X1) @) = 21 @)V x; (0) (W1 X 1) () = 1= [ @) AL W) + x: (W) V 1, ()],
|( 51(111) Ay (wy), if w € By
. () A Lo(wy), if w € E;
e G = ot w2
L§1(u1) A Gy (uz) A 3p(wo),if w € Ey
( ){1,(111) Vx,(wyp), if w€eE;
: _ X1 (W) Vxa(wy), if w € E,
Gtz o 22)00) = J.;fz(wl) V@IV @) w e By )
Ut ) v o ) V oty wo), if w € B,
|( 1/’1,(111) Ay (wp), if w € Eq
: Y (w) AP (wy), if w EE,
e = Lo w e,
Y1(u) AP (ur) /\lpz wp),if w € E,

)

©)

Remark 3.2.The a-product G; X, G,of strong HFGs G, G, may not result in a strong HFG. G; and G, are two strong
HFGs in figure 3 and figure 4 is their a-product G; X, G,.

) ) (G Xa §1) Uz v2) = G1(uz) A 5}(”2) =02A03=02 ,
(){1 Xa ){1)(112:172) =x1(w) Vx,(v:) =04v04 = 0-4(¢1 Xa 1!’1)(112:172) =1-(02+04)= 0-4(51 Xa 51)(112:171) =
0.2(x1 X x1) (g, v1) = 0.4(Wh; Xo 1) (up,v1) =1 — (0.2 4 0.4) = 0.4For the edge z = ((uy, v1), (up,v,)) in figure 4,
si{lce z € B, (G2 Xa ) (@) = G1(uz) A, (wp) = 0.2(xz Xo X2)(2) = 2{1(u2) V xz(ws) = 0.4 Xa ¥,)(2) = Py (uz) A
P, (w,) = 0.3. Here, Gy X, Gyis{-strong and y-strong.But, (1/)2 Xq l/)z)(Z) * (11)1 Xq lpi)(uz,m) A (ll)1 Xa IP1)(uz.Vz).
Thus, the alpha product is not i-strong.
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Deﬁnition 3.3. Let Ga1 = (Xr EXrar /l), Gaz = (Yr Ey,O",/l') with g = (51'){1' lpl)/ u= (52'){2' lpZ)/ 0', = (zi'){i' lpi)/
U = ({3 X2, ¥,) be two IHFGs. Their a-product is the IHFG G, X, Gq, = (X XY, E,0X,0, U X, ,u'), E=UL,E,
as defined in 3.1,

(51 X 51)(9‘) =) 51(17)()(1 Xa X1)(x) = x1(w) VX1(V)(¢1 Xa 1/’1)(95) =P (W) AP (v),

and equations (4), (5) and (6).

Theorem 34. If G, and G,, are two strong IHFGs, then G, X, G, is also a strong IHFG.
Proof: For strong IHFGsG,,,, G,, andw, € Ex, w, € Ey,

$owy) = G (ug) A1 (up), gz(Wz) = 51(171) A gi(vz))(z(w1) = x1(u) vV x1(u2), Xé(Wz) = Xi(’ﬁ) VXi(Vz)lpz(Wﬂ =
Y1 () Ay (ua), 1/’2 (wy) = 1/’1 A 1/’1 (v2)

Case(i)) When w € E;

(52 Xa 52)(W) =03 (uy) A (wy) = 4wy A Gy (uz) A (v1) Ay (vy), since Uy = Uy =
(51 X gi)(uv V) A (51 Xa 51')(112: 172)(){2 Xa Xz)(W) = x1(uy) VXé(Wz) = x1(ug) V x1(uz) VXi(’H) \
X1(2) = (){1 Xa Xi)(u1.V1)V(X1 Xa}fi)(quUZ)

(lpz Xa lpz)(W) =11 (uy) A, (W) =y () Ay () Ay (1) Aty (1)

= (#’1 Xa lpi)(uv’ﬁ) A (#’1 Xa lpi)(quvz)

Case(ii) When w € E,
(52 X 52)(W) = 51 W) AGwy) = 51(171) A 51 (v2) Ay (ug) Ay (uy), since

V=7, = (1 Xa 1)U, 1) A (G X (1) (U v2)
Oz Xq X2)W) = x1(v1) V x2(Wy) = x1(w) Vxi1(w) V x1 () v x1 (uz)
= (1 Xg X)W1, 1) V (11 Xg 1) (U, v2)
W2 Xq Y2 )W) = P1(v1) Ah(wy) = P1(v) AY1 (V) AP () APy (uy)

= (Y1 Xg Y1) (g, v1) A (@1 Xg Y1) (Up, v3)

Case(iii) When w € E;

(G2 Xq &) W) = (W) A (v1) A Gy (v,) = () A G (u) A (W) A (1)
= ({1 Xg 1)U, v1) A (G X §1) (U, v2)
(2 Xa X2)W) = x2(wp) V x1 () V x1(v2) = x1(u) Vx1(uz) vV x1(w) vV x1(v2)
= (1 X X1) W1, v1) V (1 Xq X1) (U2, v2)
(W2 Xq P )W) = Po(wy) A (v1) APy (v3) =11 (uy) APy (uz) AP (v1) A1 (v2)

= (Y1 Xq Y1) (ug, v1) A (@1 X Y1) (uz, v;)
Case(iv) When w € E,. Similar to case (iii). Thus, G,, X4 G, is a strong IHFG.
Example 3.5. Figure 6 is the a-product G,, X, Gg,of strong IHFGsG, ,G,,given in figure5.

Theorem 3.6. If two IHFGs have a stronga-product,then eitherG,, or G,,or both will be strong.
Proof:IfGal, Gq,are not strong, there exists wy or w, or both with
Gwy) < &(ug) A(up), $o(wy) <G (1) A (Wa)xa(wy) < x1(ug) V x1(uz), XoWp) < x1(w1) V x1 ()P (wy) <
Y1) AP (Uz),  Pr(wy) <1 (v1) Ay (vy)
Letw € E;. Then, (§2 X C)W) = G (ug) AG(wa) < Gy (uq) AGi(up) Adi(v1) Ay (vy), since U = ujzie,
(G2 Xq &) W) < (1 X 1)Uy, 1) A Gy X §1) (U, v3)
Oz Xa x2)W) = x1(ug) V xa(Wa) < x1(ug) V x1(u2) V x1(v1) V x1(v2)

ie, (2 Xq x2)W) < (r1 Xe x1) Wy, 1) V (01 Xg x1) Uz, v2)

(W2 X Y )W) = Py (ug) Apy (W) < Py (ug) Ay (uz) APy (vy) Ar(vy)
e, (Yu X Yr) W) < (Y1 Xg Y1) Uy, v1) A (Y1 X Y1) (U, V)

which is a contradiction.
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CONCLUSION

We introduced the alpha product of a pair of HFGs and IHFGs and proved that for two strong HFGs, their alpha
product need not be strong. But in the case of strong IHFGs, this product is strong. If two IHFGs have a strong alpha
product, then at least one of them will be strong. IHFGs are of immense help in making decisions regarding
companies' merger problems. LetG, and G,, be two strong networks with vertices representing companies. The
market value of individual companies is represented by the MS degree of vertices while edge membership represents
the market value of joint venture of the companies. As G,, and G,,are strong, their alpha product is also strong.
Possible strong joint ventures are developed, from which optimal joint venture can be selected by a company,
keeping in mind their preferences and needs.
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ABSTRACT

In recent years, the advancements in data science techniques have helped address the intricacies of
Electrical and Electronics Engineering. The rapid expansion of data and the emergence of new intelligent
algorithms present a significant opportunity to integrate data science principles and modernize
conventional engineering systems. This paper presents an all-inclusive exploration of the integration of
data science methodologies in the realm of Electrical and Electronics Engineering. The specific
applications of machine learning and artificial intelligence algorithms in diverse areas such as — Power
system analysis and optimisation; Renewable energy forecasting and management; Smart grid
technologies and applications; Telecommunications network optimisation; Signal processing and
analysis; Power Electronics and Control; Electronic design automation are discussed. Furthermore, the
transformative potential of the data-driven approaches towards optimisation, increasing efficiency and
enhancing predictive maintenance are highlighted. Thus, a comprehensive overview of the potential
impacts of data-driven algorithms to address real-world engineering problems concerning Electrical and
Electronics Engineering is given.

Keywords: Machine Learning, IoT, Bid Data, Data-Driven Approach and Data Analytics

INTRODUCTION

The application of data science in electrical and electronics engineering acts as a transformative force in reshaping
industries and accelerating research [1]. Data science techniques offer innovative solutions to complicated problems
and open new opportunities for research and development. The intensification of digital technologies and the
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Internet of Things (IoT) have led to an exponential generation of data from various domains of electrical and
electronics engineering [2]. This deluge of data provides ample opportunities for engineers to harness sophisticated
data analytics, statistical modelling and Machine Learning techniques to unearth meaningful observations from the
available inundation of data. Also, the increasing complexity of electrical and electronic systems appeals to analysis,
optimisation and control techniques to make informed decisions. Traditional practices often fall short in addressing
the intricacies of modern engineering problems [3]. This necessitates a paradigm shift towards the use of data-driven
technologies [4]. Applying data-driven approaches, engineers gain deeper insight on the system behaviour [5],
predict outcomes [6] [7] and optimise design problems [8] [9] to obtain better accuracy and efficiency [10].

In data science, the convergence of different disciplines such as mathematics, computer science and engineering has
fostered interdisciplinary collaboration and cross-pollination of ideas. The impact of data science permeates every
facet of modern engineering practice. Numerous studies have demonstrated the efficacy of data science techniques in
tackling the challenges across the spectrum of electrical and electronics engineering domains. For instance, in power
systems, predictive analytics [11] and optimisation algorithms [12] are being used to enhance grid reliability [13],
optimise energy consumption [14] and integrate renewable energy resources [15] effectively. Likewise, within signal
processing, ML algorithms have gained recognition for their exceptional performance in areas like speech
recognition[16], image classification [17] and anomaly detection [18]. This paper expands on previous research and
consolidates perspectives from various studies, case examples, and real-world applications to offer a comprehensive
examination of the impact of data science in the field of electrical and electronics engineering. In addition, the key
challenges associated with integrating data science and the integration strategies that could be adopted to mitigate
these challenges are addressed.

Opportunities for Data Science in Electrical and Electronics Engineering

Power System Analysis and Control

Data science could be applied to various aspects of grid operations, including load forecasting [19], predictive
maintenance [20], real-time monitoring [21], adaptive control, optimal operation, fault detection and stability
enhancement [22]. Accurate load forecasting helps utilities optimize generation and scheduling resources, leading to
cost savings and improved reliability. ML algorithms play a key role in load forecasting due to their ability to
analyse historical data and identify patterns to make accurate forecasts. Autoregressive Integrated Moving Average
(ARIMA) uses a time-series forecasting method [23] and can handle seasonal patterns. This approach is well-suited
for capturing linear dependencies and trends in data. While, it assumes stationarity which may not be applicable for
all load data and has limited ability to capture complex non-linear relationships. Load forecasting problems involve
high-dimensional data. Hence, Support Vector Regression (SVR) is used as it is robust to outliers. Also, SVR
possesses the ability to capture intricate non-linear relationships by employing kernel functions[24]. However, fine-
tuning of hyperparameters, including the selection of kernels and regularization parameters, is necessary for this
model. Random Forest (RF) applied to load forecasting problems is robust to overfitting and can handle noisy data
[25]. They are also effective in capturing the non-linear relationships and interactions between the features. However,
RF does not perform well with highly imbalanced datasets and is computationally expensive for large datasets.
Having access to historical data for load forecasting enables the utilization of Long Short-Term Memory (LSTM)
Networks. LSTM Networks are adept at capturing both short-term and long-term patterns within time series data,
rendering them particularly applicable to load forecasting challenges[26]. The ability to handle time series data with
irregularities and seasonal peaks is an added advantage. However, careful adjustment of hyperparameters, such as
the quantity of layers and hidden units, is necessary. Also, it is vulnerable to vanishing gradient problems in deep
architectures. Nevertheless, these algorithms have their limitations and strengths. The selection of the algorithm
relies on factors including the nature of load data, computational capabilities, and the unique demands of the
forecasting tasks. Predictive maintenance analyses data from various sensors and equipment to predict potential
failures and schedule maintenance activities proactively. Just as in load forecasting, ML algorithms such as Random
Forest, SVM, and LSTM Networks can be applied to address predictive maintenance challenges. In addition,
Recurrent Neural Networks (RNN) has the capability to analyse time series data with irregular patterns and long
dependencies. RNN is effective for sequential data analysis and is capable of capturing temporal dependencies [27].
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This makes it suitable to solve predictive maintenance challenges. The vulnerability to vanishing gradient problems
with long sequences and the requirement to carefully tune hyperparameters (learning rate and batch size) are a few
limitations of RNN. Another fundamental analysis performed in the domain of power systems is Optimal Power
Flow (OPF). Khaloie et al. present works focussed on leveraging machine learning algorithms to solve the
transmission-level OPF problem [28]. Real-time monitoring leverages sensors, IoT devices, and data analytics to
monitor grid conditions in real-time, enabling early detection of anomalies and proactive intervention[29].
Furthermore, machine learning algorithms enable adaptive control strategies that optimize grid operation in
response to changing conditions and dynamic constraints [30]. As advancements in Information and Communication
Technologies continue, the traditional grid is evolving into a more intelligent infrastructure commonly referred to as
the smart grid.

Smart Grid Technologies and Applications

The fundamental principles of data science, including ML techniques, statistical analysis, and data visualization are
used in Advanced Metering Infrastructure (AMI), Grid Monitoring and Control as well as Grid Planning and
Optimisation. Data Science coupled with advanced metering infrastructure is revolutionizing energy management
and consumption monitoring. Data is continuously collected from advanced meters like Smart meters and Phasor
Measurement Unit (PMU) at high rates. Data analytics help utilities optimize billing, demand response programs,
and grid operations [31]. Data analytics techniques used in Smart Grids are Descriptive Analytics to understand
historical trends in energy consumption [32], Predictive Analytics to forecast future demand and identify potential
system issues [33], Anomaly detection & Time series Analysis to analyse meter data and identify recurring patterns,
seasonal trends and anomalies [34], Data visualization to present data in visually understandable format that aids in
decision-making [35] and Optimisation Algorithms to find the most optimal allocation of resources and relevant
factors [36]. Depending on the obtained meter information, Grid operations are monitored and controlled. Grid
monitoring and control involves optimising voltage regulation, reactive power control, and fault detection in
distribution and transmission systems by analyzing sensor data and historical maintenance records. Reinforcement
Learning assists in learning optimal control policies through trial-and-error interactions with the grid and facilitates
adaptive and self-learning control strategies [37]. Effective monitoring and control of grid operations facilitates grid
planning and optimization.

PV Systems Real-Time Monitoring

A significant volume of photovoltaic (PV) power generation data, along with corresponding weather data, is
required to examine the relationship between weather factors and PV power generation, as well as to monitor the
operational status of the PV system. The authors [38] suggest using an IoT monitoring cloud platform in conjunction
with the PV/T facade system to track the PVT system online and in real time. The authors [39]showcase the setup and
operation of a real-time monitoring system for Building Integrated Photovoltaic (BIPV) systems, or photovoltaic self-
consumption, employing Internet of Things (IoT) technology. Concentrating on various data processing modules and
transmission protocols, the authors [40] examine the emergence of numerous monitoring solutions based on solar
PV. The system presented in [41] enables real-time measurements of all characteristics of the PV system, including
ambient weather conditions. These measurements are then made available at the remote-control centre, where IoT is
used to track the PV power system. In order to optimize the performance of electricity supply generated from solar
PV systems, the author[42] suggested creating a framework for monitoring solar PV systems within a Smart Home
Micro Grid (SHMG) using Artificial Intelligence (AlI) and IoT.This study presents the design and discussion of a real-
time monitoring system for photovoltaic parameters, utilizing IoT technology[43]. An off-grid solar system with two
subsystems—one for the hardware system and the other for software—that could automatically monitor the system's
performance was conceived and developed by the current research [44].

Data-Driven Approach for Wind Power

Precise wind power forecasting is crucial for mitigating the effects of wind power fluctuations on system dispatch
planning. With the rapid expansion of data resources and ongoing enhancements in processing capabilities, data-
driven Al technology has gained widespread adoption across various industries in recent times. In [45], the authors
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offer guidance for designing and implementing several data-driven control strategies on a wind turbine benchmark.
Their methods include fuzzy logic, adaptive, self-tuning PID, and model predictive control. Multi-objective
optimization technologies in the field of wind power prediction (WPP) were examined [46]. The prediction accuracy
of short-term statistical WPP models is evaluated [47] through an overview of performance evaluation techniques. To
anticipate wind turbine output, the authors [48] utilised historical turbine data collected through the SCADA system,
meteorological reanalysis data, and numerical weather prediction (NWP) data. However, the accuracy of the
prediction was impacted by the 0.25° spatial resolution of the NWP data. The Al-based models for wind power
prediction are thoroughly reviewed [49] at several temporal and spatial scales, ranging from the level of wind
turbines to the regional level. From ultra-short, short, and long-term perspectives, the authors [50] provided a
thorough analysis of Al-based wind power forecast models. A review of the deep learning models utilized for WPP,
including feature extraction, relationship learning, and data processing, was conducted [51]. A model
integratingAquila optimization (AO), squeeze wavelet transform (SWT), isolated forest (IF), and LSTM was
proposed [52] for the WPP of new wind turbines.

Signal Processing

In signal processing, feature engineering may include deriving statistical characteristics (e.g., mean, variance,
skewness) [53], time-domain features (e.g., entropy, autocorrelation) [54], frequency-domain features (e.g., Fourier
transform coefficients) [55], and wavelet transform coefficients [56]. Data science techniques are increasingly being
applied to signal processing tasks, leveraging advanced algorithms and methodologies to extract insights and
knowledge from signals. Supervised learning techniques like support vector machines (SVMs), decision trees,
random forests, and neural networks are employed for both classification and regression assignments[57].
Unsupervised learning techniques like clustering algorithms (e.g., k-means clustering, hierarchical clustering) for
signal segmentation and pattern discovery [58]. Semi-supervised learning methods combine labelled and unlabelled
data [59] to improve model performance, especially when labelled data is scarce. These data science techniques are
instrumental in advancing signal processing capabilities, enabling the derivation of meaningful insights and
knowledge from diverse types of signals across various domains such as telecommunications, audio and speech
processing, image processing, biomedical engineering, and environmental monitoring.

Electronic Design Automation (EDA) and testing

EDA tools and workflow are optimised using data science techniques. ML algorithms have the capability to analyze
historical design data, user interactions, and tool performance metrics to detect bottlenecks, inefficiencies, and areas
for enhancement[60]. By understanding patterns in design flows, data scientists can develop predictive models to
optimize tool settings, runtime, and resource allocation, leading to faster design iterations and reduced time-to-
market [61]. Data science techniques are applied to analyze test data generated during manufacturing tests [62] and
system-level testing. Statistical methods, ML algorithms, and data mining techniques are applied to analyse test
results, recognize test patterns, and extract actionable insights [63]. By correlating test data with design parameters,
process parameters, and field failure data, data scientists can develop predictive models to optimize test strategies,
improve fault coverage, and reduce test costs.

Challenges Associated with Integrating Data Science

Incorporating data science into electrical and electronics engineering poses numerous challenges, mainly stemming
from the intricate characteristics of both fields and their distinct operational needs. A few major challenges
associated with applying data science techniques to electrical and electronic engineering problems are:

Data Collection and Preprocessing

Electrical and electronics engineering produces extensive data from sensors, devices, and systems. Nonetheless, this
data often comes with challenges such as noise, incompleteness, or inconsistency, necessitating meticulous
preprocessing before analysis. The integration of data science encompasses the creation of resilient techniques for
data collection, cleaning, and preprocessing.
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Data Fusion and Integration

Electrical and electronic systems frequently entail diverse data from different origins like sensors, control systems,
and communication networks. To extract valuable insights by merging these varied data sources, it's essential to
employ methods for data fusion and integration. This process may involve resolving challenges related to data
compatibility, format conversion, and synchronization

Complexity and Dimensionality

Electrical and electronics systems are often intricate, characterized by nonlinear behaviour, dynamic changes over
time, and interlinked components. Achieving precise predictive models through data science necessitates
sophisticated modelling methods like machine learning, deep learning, and system identification, which effectively
encapsulate the system's complexity. Moreover, the deluge of data generated by advanced meters adds another layer
of complexity to the system, requiring efficient handling of big data and accelerated processing speeds.
Interdisciplinary Knowledge

Incorporating data science into electrical and electronics engineering demands interdisciplinary expertise across both
fields. Engineers must possess a comprehensive comprehension of the fundamental principles of electrical
engineering and the methodologies of data science to adeptly apply data-driven techniques to engineering
challenges.

Real-time processing and control

Numerous applications within electrical and electronics engineering necessitate real-time processing and control,
spanning fields like power systems, robotics, and control systems. To integrate data science into these domains, it's
crucial to devise streamlined algorithms and methodologies for real-time data analysis, decision-making, and
control. However, challenges may emerge concerning computational complexity and latency during this integration
process.

Cybersecurity and Privacy

Electrical and electronics engineering often deals with sensitive data, such as personal information in smart grid
systems or industrial control systems. Integrating data science requires addressing privacy and security concerns
related to data collection, storage, and analysis, including ensuring data anonymity, encryption, and access control.
Validation and Verification

Ensuring the reliability, accuracy, and safety of data-driven models and algorithms in electrical and electronics
engineering presents a formidable challenge due to the inherent complexity and critical safety concerns of numerous
applications. Engineers are tasked with devising stringent validation methodologies to verify the dependability and
precision of these solutions.

Domain Specific Challenges

Various disciplines within electrical and electronics engineering, including power systems, signal processing, and
telecommunications, pose distinct challenges when it comes to incorporating data science. Engineers must customize
data science methodologies to meet the specific demands and limitations of each domain effectively.

Model Interpretability

Improving the interpretability of data science models within electrical and electronics engineering is essential to
ensure that the insights derived from these models are clear and useful.

Integrating Strategies

Integrating data science into electrical and electronics engineering involves a strategic approach to address various
challenges effectively. Here are a few potential solutions that could address the challenges posed in implementing
data science in this field.

Cross-Disciplinary Collaboration

Addressing these challenges necessitates the collaboration of electrical engineers, data scientists, and domain experts.
Collaboratively, inventive solutions that integrate the distinct strengths of each discipline to cater to the exacting
requirements of electrical and electronics engineering applications could be developed.
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Data Infrastructure Development

Invest in building robust data infrastructure to collect, store, and manage engineering data effectively by establishing
data pipelines, databases, and data lakes to aggregate data from various sources such as sensors, simulations, and
historical records. Deploy scalable computing platforms, cloud services, and high-performance computing clusters to
handle large datasets and complex algorithms.

Data Management and Governance

Establish data governance policies and procedures to ensure the quality, security, and privacy of engineering data.
Also, implement data management best practices, including data cataloguing, version control, and metadata
management.

Agile Implementation

Implementing data science in electrical and electronics engineering using Agile methodologies involves an iterative
and incremental approach to development, emphasizing collaboration, flexibility, and continuous improvement.
Model Validation and Verification

Develop validation and verification methodologies to assess the accuracy, reliability, and safety of data-driven
models and algorithms. Also, conduct rigorous testing and validation against real-world data to ensure that data
science solutions meet engineering requirements and standards.

Emerging trends and future opportunities

The future scope for the application of data science in electrical and electronics engineering is vast and promising. A
few key areas where data science is expected to play a significant role in the future of electrical and electronics
engineering are listed below. In Smart Grid and Energy Management, ML can optimize energy distribution and
consumption by analysing large-scale data from sensors, meters, and power systems. Predictive analytics and ML
techniques can improve grid reliability, efficiency, and resilience while enabling renewable energy integration and
demand-response programs. Data-driven approaches can enhance predictive maintenance strategies for electrical
and electronics assets such as transformers, generators, and transmission lines. By analysing equipment performance
data, engineers can predict and prevent failures, optimize maintenance schedules, and extend the lifespan of critical
infrastructure. Data science techniques, including optimization algorithms and control theory, can optimize power
generation, transmission, and distribution systems. Real-time data analysis and control strategies can improve grid
stability, voltage regulation, and load balancing while integrating distributed energy resources and microgrids. IoT
devices and sensor networks generate vast amounts of data in electrical and electronic systems. Data science can
extract actionable insights from sensor data for condition monitoring, fault detection, and performance optimization
across various applications, including industrial automation, building management, and healthcare. Data science
techniques are essential for addressing cybersecurity threats and protecting sensitive information in electrical and
electronic systems. Intrusion detection, anomaly detection, and encryption algorithms can enhance the security and
privacy of data transmission, storage, and processing in interconnected networks and cyber-physical systems.

CONCLUSION

The implementation of data science in the field of electrical and electronics engineering is expanding rapidly to meet
the growing demand for interdisciplinary skills and expertise. It offers insights into how data-driven approaches can
revolutionize grid operations and pave the way for a more efficient, reliable, and sustainable energy future. Through
this comprehensive exploration, the methodologies, applications, challenges and potential impacts of integrating
data science in electrical and electronics engineering are presented, thereby paving the way for transformative
advancements in the field. From the challenges of data collection and preprocessing to model interpretability, it is
evident that integrating data science into electrical and electronics engineering requires a strategic and multifaceted
approach. By leveraging advanced data processing techniques, interdisciplinary collaboration, and agile
methodologies, engineers can utinise the power of data science to optimize energy systems, improve predictive
maintenance, enhance signal processing, and advance autonomous systems, among other applications. Thus, the
future of data science in electrical and electronics engineering holds immense potential for addressing complex
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challenges, driving innovation, and creating value across various domains. In a nutshell, the integration of data
science into electrical and electronics engineering represents a transformative paradigm shift, enabling engineers to
leverage data-driven insights to create smarter, more resilient, and more efficient systems for the benefit of society as
a whole.
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ABSTRACT

Annona squamosa leaf extract was used for making wet wipes. The leaf extract was obtained by
maceration using isopropanol. The leaf extract was subjected to thin-layer chromatography. The various
secondary metabolites were resolved using hexane and ethyl acetate as the solvent system. The
qualitative test confirmed the presence of alkaloids, saponins, flavonoids and triterpenoids. The
antibacterial activity of the crude extract against Aeromonas caviae (MTCC7725) was confirmed in Muller
Hinton agar. The wet wipes were prepared using bamboo tissue paper. The presence of secondary
metabolites was confirmed using scanning electron microscopy and Fourier transform infrared
spectroscopy. The patch test was analyzed using a statistical test and it was confirmed that the wet
wipes were safe to use.

Keywords: Annona squamosa, secondary metabolites, antibacterial activity patch test, FTIR, and wet
wipes

INTRODUCTION

The recent coronavirus pandemic has created awareness among people about the spread of diseases and has made
self-hygiene a top priority. Self-hygiene affects a person’s physical and mental health. Self-hygiene prevents the
spread of infectious diseases .An easy way to combat the spread of germs is to use wet wipes that help sterilize the
surface or skin. Although products such as wet wipes are handy and kill most germs quickly, the harsh chemicals
used have a long-term impact on the skin. Another major concern is the source and amount of raw materials used to
develop these wet wipes. It is also a major environmental pollutant. Some studies have shown that wet wipes can be
developed using natural polymers, such as bamboo containing extracts of Aloe Vera. The medicinal properties of
aloe vera are well known and play an indispensable role in the cosmetic industry. It is important to explore other
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natural products that are skin—friendly. As the demand for wet wipes has drastically increased, it is necessary to
develop environmentally benign wet wipes for commercialization. The current study focused on the use of Annona
squamosa extract to develop wet wipes. Annona squamosa Linn (Custard apple) belongs to the Annonaceae family.
They are also commonly found in India. Extracts obtained from different parts of the plant have been studied to
understand their role in diseases, such as cancer, diabetes, obesity, and liver failure. The various phytochemicals of
Annona squamosal can be classified as acetogenins, alkaloids, flavonoids, phenols, saponins, tannins, glycosides,
sesquiterpenes, anthocyanins, steroids, diterpenes, terpenoids, quinones, amino acids, and fatty 234 A hand
sanitizer has been prepared using the peel and seed extracts of Annona squamosa to develop a hand sanitizer gelP.
The antimicrobial activity of the gel was tested against both gram-positive and gram-negative bacteria. The raw
material used for developing these wet wipes was 100% organic and biodegradable. The extract of Annona
squamosal was tested for antibacterial activity and was adsorbed on bamboo tissue paper (Rusabl Company). The
extract contained several secondary metabolites, which were screened using thin-layer chromatography and
confirmed using qualitative phytochemical tests. Wet wipes were developed using the adsorption method. FTIR
analysis was performed to determine whether adsorption had occurred. FTIR analysis showed morphological
differences in wet wipes upon adsorption. The adsorbed wet-wipe containing the leaf extracts of Annona squamosa
was subjected to SEM analysis to study its morphological characteristics. The developed wet wipes were used for
patch testing among the 50 volunteers. The wet wipes were found to be skin-friendly. The use of Annona squamosa
extract in wet wipes can be a better alternative to the harmful chemical substances that are used in commercially
available wet wipes. Moreover, these wet wipes are 100% organic; therefore, they are a better alternative than their
commercial counterparts.

MATERIALS AND METHODS

Extraction of phytochemicals from the leaves of Annona squamosa

The A. squamosa leaves were sun-dried and powdered. Coarsely powdered leaves (10 g) were macerated using
isopropanol. The contents were covered with aluminum foil and stirred constantly using a magnetic stirrer for 24 h.
The extract was obtained by evaporation of the solvent in a microwave oven [6].

Qualitative test analysis and TLC for the confirmation of bioactive compounds

The phytochemicals present in the leaf extracts were analyzed using TLC. 10ul of the leaf extract were loaded onto
silica gel G 25 plates. Hexane and ethyl acetate were used at a ratio of 7:3 as developing solvents. The TLC plates
were run in triplicate. Spot A was the control without leaf extract. Spot B contained the leaf extract. The extract was
tested for carbohydrates, saponins, tannins, flavonoids,alkaloids, betacyanin, and triterpenoidsas suggested by
Shaiek et al[7].

Antibacterial activity of the leaf extract

The antibacterial activity of A. squamosa extracts was determined using a modified Kirby-Bauer disc diffusion
method®. Briefly, a loop of Aeromonas caviae culture was inoculated in 100 ml of nutrient broth and kept in an
incubator for 24 h at 37 °C. One hundred microliters of the grown microbial suspension was spread onto Muller
Hinton (MH) agar in petri plates using autoclaved buds. The extract was diluted in 1 ml of isopropanol: distilled
water at a ratio (15% to 85%). Three wells with a diameter of 6 mm were punched into the agar and 20 uL of
(15%:85%) isopropanol: distilled water were loaded in the negative control and 50 g, 75 pg of dissolved extract was
loaded into two wells. An antibiotic disc (kanamycin) was used as a positive control. The plates were then
incubated at 37 °C for 24 h.

Preparation of wet wipes using the leaf extract of Annona Squamosa
Bamboo tissue paper was used for the adsorption of the leaf extract to prepare wet wipes. The extract was dissolved
in 85% isopropanol. It was then filtered using Whatman No. 1 filter paper. The filtered extract was mixed with 2 ml
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glycerin, 1 ml of rose water, vitamin E oil (2 capsules), and 100ul of jasmine oil. The mixture was then diluted with 50
ml of distilled water. The solution was poured into an air-tight container, and tissue paper was placed for absorption.
The preparation was left for three days for complete absorption.

SEM, FTIR and UV analysis of the adsorbed wet wipes

Morphological analysis of the wet wipes was performed using scanning electron microscopy and Fourier-transform
infrared spectroscopy. The surface morphology of the wet wipes was characterized using Scanning Electron
Microscopy. The instrument was operated at a voltage of 15 kV. The dried adsorbed wipe was mounted on metal
grids using carbon tape and sputter coated with gold. An FTIR spectrophotometer (Shimadzu IRTRACER 100) was
used to study the adsorbed wet wipes using the ATR mode in the range 4000-400 cm™. The UV spectra of the leaf
extract before and after adsorption were recorded using a SHIMADZU, UV 3600 PLUS instrument.

Patch testing of wet wipes

The extract was used at a ratio of 85:15 in distilled water and isopropanol. It was then filtered using Whatman No. 1
filter paper. The filtered extract was mixed with 2 ml glycerin, 1 ml of rose water, vitamin E oil (2 capsules), and
jasmine oil for fragrance (2 drops). The mixture was then diluted with 50 ml of distilled water. The solution was
poured into an air-tight container, and tissue paper was placed for absorption. The preparation was left for three
days for complete absorption.

Because the components used in the wet wipes were skin-friendly, they were further moved for patch testing. Fifty
volunteers were selected, the prepared wipes were tested in the hands of the volunteers, and the result was absorbed
after 24 h.

RESULTS AND DISCUSSION

phytochemical extraction

The extracts were then subjected to qualitative analysis. The extract tested positive for Mayer’s test, confirming the
presence of alkaloids, betacyanin, quinones, flavonoids, terpenoids, and phenols (Table 1). The crude extract
obtained by Lakshmi et al. (2013) confirmed the presence of alkaloids in the seeds of Annona Squamosa® &% The
antibacterial activity of the phytochemical extract showed a zone of inhibition against the gram-negative bacterium
Aeromonas cavine (MTCC 7725), as shown in Figure 1. The methanolic leaf extract of Annona Squamosa was found to
have antibacterial activity against Bacillus subtilis and Staphylococcus aureus[10].

Morphological analysis of the wet wipes using SEM, UV and FTIR

Scanning electron microscopy showed the native bamboo tissue paper and absorbed leaf extract. The bamboo tissue
paper absorbed with the leaf extract showed a random arrangement of cellulose fibers. These cellulose fibers are
hundreds of micrometers long and 50-100 micrometers in diameter, as shown in figure 2['l. The absorbed extracts
can be seen as knots on the wet wipes. UV-visible spectrophotometry indicated that the leaf extract was absorbed on
the cellulose matrix. The UV-visible spectra of the leaf extract showed important peaks at 310,422 and 730. These
peaks indicate the presence of phenolic compounds, carotenoids, and chlorophylll2l.  As shown in figure 3, the UV
spectra of the extract after absorption decreased to 0.559 a.m. u. at 310 nm and 0.449 am. u. at 422 nm, indicating
the absorption of phytochemicals. The FTIR spectra of the plain bamboo wipe were compared with those of the
adsorbed wet wipe. The plain bamboo tissue paper showed a peak at 3334.92 cm. This is assigned to the hydroxyl
group stretching in the cellulose microfiber!®l. This peak shifted to 3332.99 cm! in the adsorbed wet wipe. New peaks
can be seen in the adsorbed wet wipe such as 2900.94 cm-! and 1643.33 cm. The peak at 2900cm indicated the
presence of C=O stretching, confirming the presence of alpha/beta-unsaturated aldehydes and ketones. The peak at
1643.33 cm! shows the presence of an N- O asymmetric stretch for nitro compounds[13,14,15,16]. The shifts in the
peak indicate the interaction between the cellulose microfibers and phytochemicals found in the leaf extract of
Annona squamosa.
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Patch test of the wet wipes
Patch tests were performed on 50 volunteers. Fisher’s exact test indicated that there was no evidence to indicate that
wet wipes containing the leaf extract of Annona squamosa caused allergic reactions.

CONCLUSION

The wet wipes developed using A. squamosa leaf extract were found to be skin-friendly. It can also circumvent the
problem of microplastics released into water bodies using commercially available wet wipes. Operational stability,
such as shelf life, must be optimized so that it can be a promising alternative to commercially available wet wipes.
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Figure 3: The UV absorption spectra of the various | Figure 4: FTIR spectrum of A) plain bamboo tissue

phytochemicals in the leaf extract of AnnonaSquamosa
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Fig 4: B) leaf extract adsorbed wet wipe of Annona Squamosa
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ABSTRACT

Estimating the Quantity of monthly a torrential comes brighter agriculture and secures food preserve the
water supply for the continued health of our people. To predict rainfall, several types of research have
been conducted using Harmonic Analysis of various cities in Tamil Nadu. The primary objective of this
investigation is to forecast the monthly variations in rainfall over Tiruvannamalai, Tamil Nadu.
Considering the fluctuations in monthly rainfall are periodic, there is an excellent likelihood that they
will occur again the next year.

Keywords: Quantity, forecast, rainfall, agriculture, food.

INTRODUCTION

The hydrological cycle focuses heavily on rainfall, and variations in its pattern have a rapid effect on the affordability
of water. Hydrologists and managers of water-related assets are becoming increasingly worried regarding how
climate change has impacted the timing of precipitation. In India, the monsoon rains are essential to agriculture.
Rain-fed agriculture, which sustains 40% of the population of humanity and 60% of the animal population, accounts
for 68% of India's total cultivated land [9]. Therefore, extensive research on the detection and measurement of climate
change is essential for the long-term viability of agriculture in India. Above all, an in-depth awareness of the forecast
pattern in the dynamic environment will encourage enhanced choices and increase communities' capacity to adapt
to.

Objective of the study:
This study demonstrates a method using harmonic analysis techniques to predict monthly rainfall amount with the
highest amount of accuracy so that it can help the farming community in

i Estimating the type of crop to be grown a few months before each session.

ii  Isolating the effects of the monsoon vagaries in crop destructions.
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Rainfall Pattern in Tamil Nadu

The rainfall distribution in Tamil Nadu state is of a monsoon type with particular seasons of rainfall and intervening
dry periods. The cropping and cultivation have been adjusted to these conditions. The monsoon season and the dry
periods in Tamil Nadu are distributed as

¢ During a cold spell (winter rain) - January to February

¢ Warm weather duration - March to May

¢ The monsoon season in the South West - June to September
*  Monsoon season in the northeast - October to December

It is known that the trigonometric functions sin x and cos x are otherwise called periodic functions, since their values
repeated itself periodically. Hence a combination of the two could better express the behavior of any time series
which is periodic. The time series data on the rainfall expresses cyclic variations, every year. Hence it was thought
appropriate to use the combination is sin and cos functions otherwise known as the Fourier series expression as an
appropriate tool to analyze the rainfall data.[2] The details of rainfall for each one of the months over the 50 years
were exhibited in the Fourier analysis. For each monthly data periodic oscillations were observed and hence an
equation of‘ the form,

L)

y=—+ Z (nyrositz + bsinitz)
= i=1
was attempted. In this,
. y is the average monthly rainfall

* tis month from January to December
e aiand bi are the fourier constants
. ‘1" is the harmonic number

. n is the end value of the order of the harmonic used
The estimated value of the coefficients for Thiruvannamalai are presented below in Table-1

Thus in the case of Thiruvannamalai the absolute deviations for observed and estimated were estimated upto the
eighth harmonic and is minimum for the eighth harmonic as seen in Table-2. Results presented in Table reveal that
the absolute deviations are minimum only during the months of June, July, October and November in all the
harmonics and is maximum during the month of February in all the harmonics[4]. This shows the predictability is
higher if it is a rainfall season and in the non-seasonal periods, it is natural that the variability will always be higher
and that is being reflected in this analysis[5]. The deviations started increasing from the ninth harmonic onwards and
hence the computation of harmonics is stopped at the ninth.

These deviations were tested through chi-square and the estimated chi-square are presented below in Table-3.

The chi-square value also shows that the minimum chi-square is for October followed by July, November and
June[7]. For all other months all results showed higher deviations. As explained earlier this might probably be due to
the fact that regular rainfall occurred in this station in all the above four months and in the other months there is no
consistency of rainfall[6]. This is again ascertained by the minimum coefficients of variation values in the regular
rainfall months and the higher coefficient of variability in the non-seasonal months. The mean, standard deviation,
coefficient of variation, skewness and kurtosis are presented below in Table-4.

The results presented Table-4 reveals that it is in agreement with the results got through harmonic analysis.
The results so far obtained and those computed for all over state.
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1.The closeness to the actual value are the highest in a particular harmonic for each or few similar stations.

2. The absolute deviations are minimum during the south-west and the north-east monsoon periods. i.e., the regular
rainfall seasons.

3. Among the rainfall seasons the co-efficients of variation is the least for the highest rainfall seasons.

DISCUSSION AND CONCLUSION

The results so far obtained and those computed for all over state.

1. The closeness to the actual.
2. The absolute deviations.
3. Among.

The Harmonic analysis reveals the proximity between the observed rainfall and expected rainfall during the rainy
season as expressed by the co-efficient of variation. It should be noted that the order of the harmonic, which reaches
the closeness, indicates the cyclic period of the rainfall. Thus the harmonic analysis of rainfall data shows the period
of possibility for drought as well as the year of heavy showers[5].
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b

ao 1.316 bo -

a 1.115 by 1.062
a; 0.028 b, -0.985
as -0.927 bs 0.851
ay 0.834 by 0.763
as 0.612 bs -0.651
as -0.468 bs 0.532
as 0.210 br 0.301
ag 0.126 be -0.214
ag -0.058 b 0.082
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The measured and expected rainfalls are presented in Table-1 for Thiruvannamalai using the estimated harmonic co-

the observed and the estimated rainfall by different harmonics

efficient[3].

Table 2 - Absolute deviations for

Thiruvannamalai
Months SHAR i HAR THAR 3§ HAR 9 HAR
January 10,934 10.367 0.851 0264 10.417
February 11.372 10548 0979 9351 09946
March 12.517 12.108 11.643 11.110 11.842
April 11.71% 11534 10976 10.218 10.859
May 11.226 10.723 10.423 0674 10.053
June 10.421 10173 3679 9134 9.785
July 9638 9258 2.897 8352 8.742
Aungust 10.338 10.106 9.845 9.173 9.975
September 11.369 10.947 10.710 04358 10.117
October 0257 0.082 8976 2358 2.969
Novemhber 0596 274 0004 2485 8.857
December 11.147 10.776 10.143 0675 10.141
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Table 3 - Chi-Square values between the observed and the estimated rainfall for different harmonics
Thiruvannamalai

Months SHAR 6 HAR THAR 8 HAR 9 HAR

January 12673 12402 12.081 11.759 12.252
February 13.215 12847 12518 12132 12.854
March 12.905 11.673 11.529 10.042 10.647
April 12.041 11.662 11.434 10.754 12312
May 11.684 11.259 10.638 10.286 11.142
June 10.945 10.718 10.337 10284 10.649
July 9941 9.637 0329 9112 0.453
August 10.334 8.767 9.631 9979 10.149
September 11.215 10543 10.758 10.321 10.846
October 9473 9.165 8.874 8.339 8.869
November 10.751 10428 10.217 9.964 10.582
December 11.425 11.259 10483 10.139 10.758

Table 4 - Mean, Standard Deviation, Co-efficient of variation, Skewness and Kurtosis of Thiruvannamalai

Months Mean 5D cv Skewness Kurtosis
January 94.51 8731 9238 1.054 1.221
February 111.38 94.78 85.09 1.328 1.164
March 12351 86.51 70.04 0953 1.281
April 151.84 100.47 66.17 1.326 1.153
May 17321 9895 5482 1.151 -0.967
June 466.27 173.85 3729 0.896 0913
TJuly 51358 137.15 26.70 0.746 0.817
August 33421 162.73 48.69 0.884 0.965
September 22358 187.47 70.88 0928 1.132
October 976.48 12458 12.76 0.657 0.842
November 89352 186.93 2092 0.853 0.785
December 613.72 22132 36.06 1.372 1.158
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ABSTRACT

This endeavor investigates Multiple Attribute Group Decision Making (MAGDM) scenarios, where all
decision makers' wisdom is provided as fuzzy soft sets and fuzzy soft decision matrices.

Keywords: Attribute, wisdom, matrices, fuzzy

INTRODUCTION

An further extension of fuzzy sets, intuitionistic fuzzy sets, image fuzzy sets, Pythagorean fuzzy sets, spherical fuzzy sets, etc. is
the Neutrosophic theory, which has been developed by F. Smarandache in 1998. This reasoning has since been used in other
scientific and technical fields.

Assumptions

Roughly speaking, a fuzzy set is a class with fuzzy boundaries. The fuzzy set A in the universe of discourse S, § =
{s1,s2,83------ sn}, is a set of ordered pairs {(s1, pQ(s1)), (s2, uQ(s2)), . . ., (sn, uQ(sn))}, where uQ is the membership
function of the fuzzy set Q, uQ : S — [0, 1], and pQ(si) indicates the grade of membership of ui in Q. When the
universe of discourse S is a finite set, then the fuzzy set Q can be represented by Q= pQ(sl)/sl + nQ(s2)/s2 +... +
pQ(sn)/sn is a comparable Q. The evidence for s in S and the evidence against s in S are amalgamated into a single
quantity, which does not specify the specific quantities of each, as mentioned by Gau & Buehrer (1994). They also
stressed that it contains little data regarding the exactitude of the single number. Thus, ideas of hazy sets was first
proposed by Gau & Buehrer (1994). In order to explain the lower bound on uQ, they adopted a truth-membership
function (tQ) and a false-membership function (fQ). a little the help of these smaller limits, a subinterval [tQ(si), 1 -
fQ(si)] is created on [0, 1], whose dismisses the pQ(si) of fuzzy sets, where tQ(si) < uQ(si) <1 — fQ(si). Let Q be a
vague set, for instance, and suppose the set's truth-membership function is tQ and its false-membership
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function is fQ. Given that [tQ(si), 1 — fQ(si)] = [0.5,0.8] then we can see that tQ(si)=0.5 ; 1-fQ(si) = 0.8; fQ(si) = 0.2. It can
be interpreted as, the vote for resolution is 5 in favour, 2 against, and 3 abstentions. A multiple attribute group
decision making (MAGDM) difficulty seeks to determine a desired solution from a finite set of realistic prospects
that have been appraised on a wide range of attributes, both qualitative and quantitative.

PRELIMINARIES OF VAGUE SETS

Definition: 1

“A vague set V is characterized by,
Its true membership function tv(x)
Its false membership function fv(x)
With 0 < tv(x)< fv(x)<1”

Definition: 2

“Suppose S, {s1, s2, . . ., sn}. Let the vague set A of the universe of discourse S can be represented by
n [t(si).1—F(s)]
i=1" .. ¢

H 0=(si)<1-f(si)<ni=11,1<i<n. In other words, the grade of membership of si bounded to a sub

interval [tQ (si), 1 — fQ (s7)] of [0, 1]. Thus, vague sets are a generalization of Fuzzy sets, since the grade of
membership pQ(s) of s in the above definition may be inexact in a vague set.”

Definition: 3

“The minimum operation of vague values s and t is defined by
s and t = [minimum (ts ,tt), minimum (1-fs, f t)]

=[ minimum (ts ,tt), 1-maximum(1-fs, 1-ft)]”

Definition: 4

“The Maximum operation of vague values s and t is defined by
s or t= [maximum(ts ,tt), maximum(1-fs, f t)]

= [ maximum (ts ,tt), I-maximum(1-fs, 1-ft)]”

Definition: 5
“The complement of vague value s is defined by §=[ts ,1-ts]
Let Q, P be two vague sets in the universe of discourse S= {u1, u2, .. ., un},

O = [tous), 1 ~fp(u)Vers and P = [1e(u), | ~fo(uud)V/uiz”
Definition: 6
“The intersection of vague sets Q and P is defined by,
Q N P =30{[to(u). 1 — fo(udl Alte(u). 1 — fo(udlVu,
The union of vague sets Q and P is defined by,
QO UP= {[to(u), 1 —folr:)] V[te(ui), 1 —fp(et:)]} .

The complement of vague set Q is defined by
Q = Xialfo(w). 1 —to(u)]l/w:
Definition: 7
“For vague value x = [tx, 1 - fx], define the defuzzification function to get the precise value as follows.

Dﬁ':(.\') = fx:"tf.r +ﬁ')“.
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Proposed model of decision making:

Let W= {W1, W2, ..., Wn} be a set of alternatives, G = {G1, G2, .. ., Gn} be the set of attributes, w = (w1, w2, ..., wn)

is the weighting vector of the attribute Gj,j=1, 2, .. ., n, where wj € [0, 1], such that Zn wj=1=1. Let

D ={D1, D2, ..., Dn} be the set of decision makers, V= (V1, V2, ..., Vn)T be the weighting vector of the dec ision

makers, with Vk € [0,1], Zt vi=1

The developed model of MAGDM is given as follows:
Step 1:
Let R; = {'i‘)__g.’r() =T é-kj, lf-f), F ,S-’r() be the Neutrosophic fuzzy decision matrix,
where (Dg() is the extent to which the alternative A; meets the characteristic
in terms of the truth membership value G; given by the decision maker Dg. (I) L‘kj
is the extent to which the indeterministic membership value that the alternative 4;
satisfies the attribute G; given by the decision maker Dy and (F)® is the degree
of false membership value for the alternative .4;, where T @ F® are in
[0.1], ==12,...,mj=1,2,... ., n,k=12,...,1.
Step 2:

Make right =1, 2,...,mandj=1,2,..., n
]ug.() = max{T{.Er.k)::k=1,2,3f—~t}
}’(Er.k] = min{la.‘f)::k=1,2,3————t}

(k) _ (k) p_
AU. —mm{F;j :k=1,2,3-—t}

Step 3:

Assume weight w = (0.28, 0.24, 0.20, 0.16, 0.12) is determined from standard normal distribution about 5 variables.

Step 4:
Find reduced matrix R = (Rij) = (T4 Iij, Fij) from the given k decision making matrices as follows:

t
— (k) (F)
L; = Z TEj Hyj
k=1
t
— (k) (k)
L = Z L
k=1
t
— (k) 4 (k)
F;; = FU' }LU
k=1
Step 5:

Taking r = (1, 0, 0) as decision row is fixed.
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Step o6:

The distance 4d(r.r;) = E[H}'zl Ty + 1721 (1 — Iip) + TI}24 (1 — Fy;)]) where 1 varies

from 1 ton.

Step 7: Select the alternative max: d(7, 71). say s.

Step 8: Identity the best alternative is %,

NUMERICAL ILLUSTRATION:
Step 1:

Assume that an investing firm, wanted should allocate a certain amount of money to the best selection out of five
options on a panel; W1 is a Unlimited enterprise, W2 is a Private enterprises, W3 is a public enterprise, W4 is an
associate enterprise & W5 is an Holding and Subsidiary enterprises.

The investment company must take a decision according to the four following attributes; G1 is the risk analysis, G2 is
the growth analysis, G3 is the political impact analysis and G4 is the environmental impact analysis. The decision

. Ry = (f“))5x4 k=1.2.3 are given as.
matrices of vague values ' =

<0.250.54,08 > <0.3,04,009 > <0.7,03505> <0090.208 >

pl= = <060505> <0.6,0.2,03 > <0.2.0409 >  <06,0.2307 >
<0.3,0.45,0.9 > <0.7,0.1,0.4 > <0.6,0.505> <0.4,0.209 >

<0.45,0.38,0.27 > <0.37,0.68,0.16 > <0.6,0.25,0.3 > <0.1,0.4,0.8 >

<0.1,03,07> <0.60.6,05 > <0.4,0.2,01> <0.3,0.7,0.6 >

<0.3,0.55,0.37 > <0.75,0.42,0.1 > < 0.32,0.67,0.56 > < 0.35,0.56, 0.72 >

2 _
R = <0504032> <065025032> <0.60301> <0.75,0.25, 0.55 >
<0.27,09,0.81 > <0.31,04,06>  <0.750.65055> <0.3,0709>
<0.32,047,0.6 > <0.9,0.1,03 > <0.6,04,05> <0.3,0507 >
<0.12,0.32,0.52 > <0.17,0.81,09 > <0503,01> <0.450.650.27 >
R =

<0.50,0.6,0.23 >  <0.56,0.52,0.23 > <0.3,0.6,0.1 > < 0.57,0.52,0.55 >

<0.54,0.83,0.72 > < 0.73,0.86,0.61 > <0.50.52,04 > <0.6,0.4,0.2 >
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<0.7,0301> <0.50404 > <02,0106 > < 07,0906 >
R =
= 0.3,0.56,0.73 > <057, 0.24,0.1 >~ < 0.23 076065 > < 0.53, 0.65 0.27>
<0.32,0.32,0.6> < 0.56052032> <010309~> < 0.57,0.52, 0.55>
< 0.72,0.5 018> < 0.13, 0.6, 0.4> < 0.55,0.56,0.78> < 0.7,0.1,0.6 >
<0.52,045,0.1> <0.570.37,01> <0.760.65 023 > < 0.57,0.52,0.55 >
<03,0607> <0.70401> <0.3,0.7,06 > < 0.5,0.4,0.6 >
RS =
<02,03,02> <0.60.205> <0.1,0.6,0.65> <0.3,09,07 >
<0.27,0.5,0.81 > <0.750.250.32 > <0.32,0.67,0.56 > <0.35,0.56,0.72 >

W=1{0.28,0.24,0.2,0.16, 0.12}

Step 2:
NEW REDUCED MATRIX
< 0.0465,0.0252,0.0108 > < 0.1043,0.0077,0.0102 > < 0.0814, 0.0064, 0.0078 >
< 0.0418, 0.0318, 0.0395 > < 0.0836,0.0162, 0.0063 > < 0.0306, 0.0323, 0.0116 >
E=
< 0.0379,0.0258,0.0198 > < 0.0876,0.0060, 0.0159 > < 0.0480, 0.0271, 0.0081 >
= 0.00643, 0.0478, 0.0194 = =20.0652, 0.0277, 0.0099 = = 0.0862, 0.0250, 0.0293 =
= 0.1016, 0.212, 0.0737 =
< 0.0584, 0.0221, 0.0201 >
< 0.0800,0.0179,0.0733 = |
< 0.0524, 0.0089, 0.0265 =
Step 3:

d (r, 1) = 0.9594 = W,

d (, 12) = 0.9635 = W3
d(r,73)=0.9518=W3
d(r,r4)=0.9586= M4
Step 4: 2= W1 = Wa = W3

Step 5: W2 is best alternative
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CONCLUSION

In this MAGDM procedure, hazy, ambiguous numbers are encountered. There are instances when attribute weight
information is fully unknown, occasionally known, and occasionally partially known. One assumption about
MAGDM issues is that there are a fixed number of possible solutions. Sorting and ranking are the two main steps in
solving a MAGDM issue. They may be thought of as alternate approaches of integrating the data in a problem's
decision matrix with extra information from the decision maker to arrive at a final ranking or choice among the
options. All but the most basic MAGDM approaches require extra information from the decision matrix in addition
to the information already present in the matrix in order to determine a final ranking or selection.
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ABSTRACT

Accurate demand forecasting is crucial for efficient inventory management and ensuring customer
satisfaction in the pharmacy industry. Traditional forecasting methods often struggle to capture the
complex patterns and dynamics inherent in pharmaceutical sales data. In recent years, machine learning
techniques have emerged as powerful tools for demand forecasting. This research paper aims to explore
the application of machine learning algorithms in forecasting pharmacy sales. Specifically, we employ
regression models, decision trees, random forests, and neural networks to predict future sales volumes
based on historical data. The dataset used in this study comprises daily sales data, product attributes,
and external factors such as seasonality and promotions. Through extensive experimentation and
evaluation, we compare the performance of different machine learning models in terms of forecasting
accuracy, robustness, and computational efficiency. The results demonstrate the efficacy of machine
learning techniques in demand forecasting for pharmacy sales, with the neural network models
outperforming other methods, achieving a significantly lower mean absolute error and root mean square
error. These findings provide valuable insights for pharmacy retailers and stakeholders to optimize
inventory planning, supply chain operations, and customer satisfaction. Furthermore, the research
highlights the potential of machine learning as a transformative approach in improving demand
forecasting accuracy in the pharmacy industry. Future research may explore advanced deep learning
architectures and incorporate additional data sources to enhance the forecasting capabilities and address
specific challenges unique to the pharmacy domain.

Keywords: Machine Learning, efficiency, forecasting, regression, deep learning, accuracy
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INTRODUCTION

Demand forecasting plays a critical role in the pharmaceutical industry, where accurate predictions of sales volumes
are essential for effective inventory management, supply chain optimization, and meeting customer demands. The
ability to forecast future sales accurately enables pharmaceutical companies and retailers to optimize their
operations, streamline production, reduce costs, and ensure adequate stock availability of medications. However, the
dynamic and complex nature of pharmaceutical sales poses challenges for traditional forecasting methods.
Pharmaceutical sales are influenced by various factors, including market trends, seasonality, product attributes,
promotional activities, and external factors such as disease outbreaks or regulatory changes. These factors introduce
significant variability and make it difficult to capture the underlying patterns using conventional forecasting
approaches such as time-series analysis or simple regression models. As a result, there is a growing need for
advanced forecasting techniques that can handle the intricacies of pharmaceutical sales data and provide more
accurate predictions.

In recent years, machine learning has emerged as a powerful tool for demand forecasting in various industries.
Leveraging its ability to analyze vast amounts of data and identify complex patterns, machine learning offers the
potential to improve the accuracy and reliability of pharmaceutical sales forecasting. Machine learning algorithms
can capture nonlinear relationships, identify hidden patterns, and incorporate multiple variables simultaneously,
thereby enabling more precise predictions. The objective of this research paper is to explore the application of
machine learning techniques in demand forecasting of pharmaceutical sales. We aim to investigate various machine
learning algorithms, including regression models, decision trees, random forests, and neural networks, to predict
future sales volumes based on historical data. Additionally, we consider the inclusion of relevant factors such as
product attributes, promotional activities, and external variables to enhance the forecasting accuracy.

LITERATURE REVIEW

Learning applied to demand prediction, highlighting its benefits, targeted business sectors, and advantages over
traditional statistical techniques. Conventional methods used in forecasting grocery store sales often lead to
ineffective predictive models, leaving many challenges unresolved. The study emphasizes the importance of training
Al models on data to accurately anticipate future events. Sales prediction is a crucial aspect of business intelligence,
particularly in cases of data scarcity, missing information, and anomalies. Businesses are urged to explore alternative
approaches for improved revenue and preparedness. The findings from a research paper [1] suggest that leveraging
Machine Learning approaches, along with a combination of techniques in market forecasting models, can greatly
benefit producers and retailers in the fast-moving consumer goods industry. Notably, these approaches result in
improved accuracy when predicting demand compared to conventional methods. They offer greater flexibility in
handling diverse data factors and the ability to process large volumes of data effectively. Furthermore, the research
emphasizes that predicting demand resembles solving a regression problem rather than a mathematical one. As a
result, employing regression approaches in sales forecasting leads to enhanced outcomes compared to traditional
predictive techniques.

In a different study [2], researchers examined the use of a stacking method to create a regression ensemble
comprising individual models. The results indicated that incorporating stacking techniques can enhance the
predictive efficiency of sales time series forecasting.Error estimation was conducted using a relative mean absolute
error (MAE), calculated as error = MAE/mean (Sales) * 100%. Commonly employed methods for demand estimation
include time series forecasting strategies, such as exponential smoothing, Holt Winters model, Box & Jenkins model,
regression simulations, and ARIMA. However, the effectiveness of these techniques greatly depends onfactors such
as the specific implementation, target projections, and user interface. Prediction precision for each case was
determined using the well-known Root Mean Square Error (RMSE). As anticipated, improving forecast accuracy by
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reducing the RMSE leads to enhanced outcomes for both consumers and manufacturers [3]. In this study [4], a
comprehensive demand forecasting framework is developed, aiming to improve upon traditional methods. The
framework incorporates various machine learning algorithms for analyzing and interpreting historical data. Nine
different time series techniques, including moving average (MA), exponential smoothing,Holt-Winters, ARIMA
strategies, and three Regression Models, as well as SVR and MLFANN, a multilayer feedforward artificial neural
network, are combined using a boosting ensemble approach. The results demonstrate significant improvements in
prediction accuracy when compared to individual prediction models. The proposed framework offers enhanced
precision in the demand forecasting process.

In the study [5], recent advancements in the field of sales forecasting, specifically in the context of fashion and new
product forecasting, were outlined. Traditional statistical procedures, including exponential smoothing, ARIMA, Box
and Jenkins model, regression models, and Holt-Winters model, are commonly used for salesforecasting. However,
these traditional approaches often struggle to provide accurate sales information for new products and customer-
oriented items. The study highlights the effectiveness of hybrid forecasting models as a promising solution to
address these challenges and improve the accuracy of sales forecasting. In the research paper [6], an investigation
was conducted on three machine learning algorithms—Generalized Linear Model (GLM), Decision Tree (DT), and
Gradient Boost Tree (GBT)—for prediction purposes. The study revealed that the Gradient Boost Algorithm
demonstrated the highest accuracy in forecasting and predicting future sales. With the rise of e-commerce websites
and the ability for customers to leave feedback on various products, there is a growing need to analyze and extract
valuable information from large volumes of customer reviews. To address this, the study utilized supervised
machine learning techniques, specifically Support Vector Machines(SVM) and Naive Bayes, to classify beauty
products from Amazon. The results indicated that SVM outperformed Naive Bayes when dealing with larger
datasets [7].

Problem Identification

One of the significant hurdles faced by supermarkets is the manager's ability to accurately predict sales patterns and
proactively plan stock replenishment and staffing. The key challenges identified include:

¢ Insufficient accuracy in sales forecasting

¢ Inadequacy of conventional statistical techniques in handling large datasets

e Subpar performance of predictive models

These challenges necessitate the exploration and implementation of more robust and efficient approaches to improve
forecasting accuracy, effectively manage large data volumes, and enhance the performance of predictive models in
the supermarket industry.

A. Problem Formulation:

1. Define the objective as forecasting pharmacy sales based on pharmacy sales data.

2. LetX={(x1, y1), (x2, y2), ..., (XN, yN)} be the dataset, where N is the number of sales per week.

3. In the dataset, xi denotes the input features for the ith sales record, and yi represents the corresponding sales
label.

B. Data Preprocessing:
1. Perform data cleaning, including handling missing values, outliers, and inconsistencies.
2. Normalize the input features to ensure they have similar scales.
3. Split the dataset into training, validation, and testing sets.

C. RNN Model Architecture:

1. Design the RNN architecture with long short-term memory (LSTM) units to capture temporal dependencies in
the sequential patient data.

2. Define the number of LSTM layers, the number of hidden units in each layer, and the activation functions.

73508



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©I[JONS

Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Roopesh Makwana and Vaishali Gupta

3. Specify the input shape and sequence length for the RNN model.
4. Consider techniques like dropout or recurrent dropout to prevent over fitting.

D. Training the Model:

1. Initialize the model's parameters and hyper parameters.

2. Utilize an optimization algorithm, such as stochastic gradient descent (SGD), Adam, or RMSprop, to train the
model.

3. Define an appropriate loss function, such as binary cross-entropy or categorical cross-entropy, to measure the
model's performance.

4. TIterate through multiple epochs, adjusting the model's parameters to minimize the loss and improve predictions.

5. Monitor the training process and utilize early stopping if necessary to prevent overfitting.

E. Model Evaluation:

1. Evaluate the trained RNN model on the validation set to assess its performance and tune hyperparameters if
needed.

2. Calculate various performance metrics, including accuracy, precision, recall, F1-scoreto measure the model's
effectiveness in predicting pharmacy sales.

3. Analyze and interpret the model's predictions to gain insights into important sales factors and their impact.

Training & Testing

We train a recurrent neural network (RNN) with Two layers, including one input layer, one output layer, and
Twohidden layers. The output layer utilizes the softmax activation function for multi-class classification. Each layer
consists of a variable number of recurrent units. After pre-processing, the input features are represented as a
sequence of vectors with a dimension of 139. The number of recurrent units in the input layer matches the input
feature dimension, and the number of units in the output layer matches the number of output classes. The RNN
processes the sequential input data, capturing temporal dependencies and modeling sequential patterns. The hidden
layers allow the network to learn complex representations and extract relevant features from the sequential data.

CONCLUSION

The demand forecasting of pharma sales using RNN (Recurrent Neural Network) and LSTM (Long Short-Term
Memory) models achieved an accuracy of 86%. This accuracy indicates that the models were able to predict the sales
with a high level of precision.Models are particularly well-suited for time series forecasting tasks like sales
prediction. They are capable of capturing sequential dependencies and long-term patterns in the data, allowing them
to make accurate predictions based on historical information.Additionally, other evaluation metrics such as
confusion matrix can provide further insights into the performance of the models.

FUTURE SCOPE

One potential avenue is model optimization, where hyperparameters and network architecture can be fine-tuned to
enhance performance. Additionally, incorporating additional relevant features such as macroeconomic indicators,
weather data, or promotional events could provide valuable insights for more accurate predictions. Exploring more
granular data, such as hourly or real-time data, may also capture finer fluctuations in sales and lead to more precise
forecasts.By addressing these future scopes, businesses can leverage advanced forecasting techniques to optimize
their operations, make informed decisions, and stay ahead in the competitive pharmaceutical industry.
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ABSTRACT

The study uses density functional theory (DFT) with the B3LYP function and the 6-311++G(d,p) basis set
for structure optimization. The introduction of electron donor groups at ureido and carboxylate termini
decreases the C-O and C-N bond distances in UPM, which is due to their electron-donating nature. The
OH-UPM model is found to be the most stable and has lower HOMO energy and ionization values,
indicating increased stability and reduced reactivity. The reactivity assessment based on energy gap
parameters rates OH-UPM as the most stable among the studied models. Additional parameters (n, S
and p) are measured to evaluate the stability of the connection. Excitation calculations show intense
peaks corresponding to n-to-mt* or m-to-nt* transitions and are influenced by substituent groups. OH and
NH: phenyl substituent’s dominate in m-to-7* transitions, while CHs and OCHs groups favour both n-to-
m* and m-to-t* transitions.
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INTRODUCTION

In 1922, the first clinical use of bioactive peptides involved administering insulin to a patient suffering from type I
diabetes. Since then, researchers looking to create novel therapeutic medications have become interested in bioactive
peptides [1]. Sanger's discovery of insulin's amino acid sequence in the early 1950s allowed chemists to investigate
peptides as a novel class of compounds. Clinical applications are made of some endogenous bioactive peptides,
particularly hormones that circulate in the bloodstream, in their intact forms (e.g., insulin, vasopressin) or their
chemically modified forms (e.g., calcitonin analogues, glucagon-like protein 1 analogues) [2]. The majority of
bioactive peptides that have been found thus far, however, are not suitable for drug application due to their low cell-
membrane permeability, low metabolic stability, lack of oral activity, and rapid excretion [3].Consequently,
peptidomimeticsthe structural and functional mimicking of bioactive peptides using non-canonical amino acids or
non-peptidic scaffolds has emerged as a proven technique for addressing the pharmacokinetic limitations of
peptides[4].Another significant function of peptidomimetics in medicinal chemistry is conformational restriction,
which can offer peptides a higher binding potency and target selectivity than they do as parents[5].Even though free
rotation about single bonds allows a biologically active compound, like a drug, chemical transmitter, or peptide, to
assume a variety of conformations, it binds to the target biomolecule assuming one of these conformers, which is a
bioactive conformation. A compound may only have an unstable active conformer if it has a low binding affinity for
its target molecule. As a result, the synthesis of lead compound analogues with conformational restrictions
frequently produces an enhanced specific binding affinity for the target molecule [6].

Another useful method for examining the bioactive conformation of a chemical is to restrict its conformation.
Peptidomimetics have embraced the conformational restriction concept because of its beneficial aspects for drug
design [7].Mimicking the secondary structure of the amino acid sequence necessary for interacting with the target is
crucial in peptidomimetic design. One of the most thoroughly studied methods for creating peptidomimetics that
target peptide—protein and peptide-receptor interactions mimic a typical secondary structure, such as the b-turn, g-
turn, a-helix, or b-strand. This is primarily due to the binding site of the bioactive peptides frequently forming this
kind of characteristic secondary structure for the target biomolecules to recognize it. Proteolytic enzymes are likely to
recognize an extended b-strand conformation of their target peptides, whereas receptors like G-protein coupled
receptors (GPCRs) frequently recognize a turn conformation of their endogenous peptide ligands [8-10]. To replicate
the secondary structures necessary for particular target binding, several conformations limited scaffolds were
created. There have been published thorough and excellent reviews on a variety of peptidomimetic scaffolds [11].
Many experimental and theoretical techniques have been used to study peptidomimetics and its applications in great
detail [12,13]. Ureidopeptidomimetics (UPMs) are a type of synthetic peptidomimetics [14] where a ureido group is
substituted for a peptide bond. It has been demonstrated that the presence of anureido group improves the
probereceptor specificity and metabolic stability for drug binding [15].

UPMs, which are more commonly known as antibiotics, have also been shown to function as HIV-1 protease
inhibitors[16, 17]. Different substituents, such as organic groups (carboxylic groups, amines, etc.), have been used to
synthesize UPs. From organic (ferrocene units)[18-20] to inorganic (functional groups). These peptidomimetic
compounds have the potential to be developed as drugs due to their permeability, metabolic stability, and extended
degradation time [21] To be used in therapeutic applications, these mimetics must be understood at the microscopic
level, which can be done with the aid of density functional theory (DFT) techniques. Understanding the behavior and
function of biomolecules, which span a wide range of biological processes, requires a fundamental understanding of
their molecular properties. Determining the intricate connections between molecular structure and biological activity
requires the use of molecular descriptors, which are quantitative depictions of structural and physicochemical
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features. Robust molecular descriptors are becoming more and more necessary as bimolecular research progresses
because they offer important information about the properties that affect biological functions. The structural
subtleties of these various biomolecules can be quantified and compared using molecular descriptors, which help
predict their interactions, functions, and roles in biological systems. In the age of computational biology, where
combining computational techniques with experimental data improves our comprehension of biomolecular
structures and functions, the use of molecular descriptors have become especially important [22]. Molecular
descriptors facilitate drug discovery and design processes by enabling the creation of predictive models for
biological activities through the capture of crucial structural features [23]. Key biopharmaceutical properties that
facilitate a drug's passage through various cellular barriers and entry into the body include solubility, stability,
permeability, and first-pass effect [24, 25]. Furthermore, the pharmacokinetic properties of the following details [26]
guarantee efficient drug delivery to the targeted locations: volume of distribution, biological half-life, and clearance
rate. Lipophilicity, or a compound's ability to dissolve in fats, oils, lipids, and nonpolar solvents like hexane or
toluene, has long been recognized as being essential to a drug's ability to proceed through the clinical development
process [27, 28]. The total of all intermolecular forces acting on a solute and the two phases it partitions between is
reflected in this quantity [29]. In general, distribution coefficients (logD) or the Octanol-water partition coefficient
logP are used in experiments to express lipophilicity. While log p calculates the ratio of the sum of the concentrations
of all forms of the compound (pH-dependent mixture of ionized and unionized forms) in each of the two phases,
logP describes the partition equilibrium of an un-ionized solute. One crucial prerequisite for developing new drugs
is the precise and effective assessment of lipophilicity.

Rather than using costly experimental logP measurements, the theoretical logP values determined by the
quantitative structure-activity relationship (QSAR) models [30] are frequently employed in practice. Since the
partition coefficients and the solvated molecules' electronic structures are closely related, quantum chemistry
techniques can also be applied to this kind of study. Computational techniques for accurately describing the
electronic structure of single, non-interacting relatively large molecules have become widespread, particularly in the
last ten years [31].The application of DFT and TD-DFT techniques facilitates a comprehensive and precise
investigation of molecular characteristics, providing valuable perspectives that may steer the logical development of
innovative compounds with augmented therapeutic potential [32]. The assortment of Ureidopeptidomimetics chosen
for this research contributes to the analysis by taking into account variances in chemical structures and functional
groups. The electronic characteristics of the compounds under study guided the choice of molecular descriptors for
this study. The HOMO-LUMO band gap, softness, chemical hardness, chemical potential, dipole moment, salvation
energy, global nucleophilicity, log P, ovality, area volume, polar surface area (PSA), and polarizability were among
these descriptors. The lowest unoccupied molecular orbital (LUMO) and the highest occupied molecular orbital
(HOMO) were also included. To shed light on the interaction between hydrophobic and hydrophilic forces within
the complex molecular landscapes of living organisms, this paper hopes to investigate the application of the logP
concept to studied molecules. We can learn more about the structures, operations, and roles that different
biomolecules play in cellular processes by analyzing their hydrophobicity profiles, which advances our knowledge
of the molecular underpinnings of life. By using cutting-edge computational techniques, this study seeks to
illuminate the complex interactions between the structural characteristics, optical attributes, and molecular reactivity
descriptors of ureidopeptidomimetics. Predicting the bioavailability and distribution of these molecules in biological
systems also depends on determining the octanol/water partition coefficients.

Computational methods

Density functional theory (DFT) is used for structural optimizations of all models. The long-range electron-electron
interaction-corrected hybrid B3LYP [33] functional is used with the 6-311++ G(d,p) basis set, which is implemented in
the Gaussian 09 package [34]. It is discovered that this functional provides suitable long-range electron-electron
correlation interactions [35-37]. This basis set can be regarded as sufficiently large and can yield dependable
molecular geometries and reaction enthalpies [38]. Here, the models are chosen so that the carboxylate end (UPM-
R2) and ureido end (R1-UPM) are where the substituent groups (R1/R2 =-CHs,-CH30,-OH, and -NH>) are located
(Fig. 1). Based on frequency analysis, the structures are classified as minima or maxima. The structure is confirmed to
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be minima by the presence of all real frequencies. Geometries of excited states and their characteristics, such as
excitation energies, have been studied using time-dependent density functional theory, or TD-DFT [39]. In this work,
the chemical properties of the molecules under investigation in various solvents and the gas phase are examined
using the implicit polarizable continuum model (PCM). A popular implicit solvent model in quantum chemistry and
Density Functional Theory (DFT) computations is the Polarizable Continuum Model (PCM). It is designed to
incorporate the effects of a solvent environment without explicitly representing the solvent molecules. In this
research utilize the solvents such as methanol (e = 32.6), acetonitrile (¢ = 37.5),DMSO(e = 47) and water (¢ = 78.5).

RESULTS AND DISCUSSION

Optimized geometric structures

Using the DFT/B3LYP method for the ground state and the TD-DFT/B3LYP method for the excited state, the
optimized structures of all UPM models of molecules have been obtained. Figure 2 displays the optimized
geometrical structures, while Table 1& 2 contains a list of the parameters. In this work, all models are reported with
their energetics analyzed and optimized. The relaxation reveals that, as in natural peptides and unsubstituted UPMs,
the conformers with all of their bonds oriented trans to one another have the lowest energy. The substitution at the
carboxylate end (C6-O7-C8-R2), on the other hand, follows the same trans orientation as other bonds (87°), whereas
the substitution at the ureido end causes it to be oriented perpendicular to the plane of the peptide backbone,
creating a dihedral angle (C3-N2-C1-R1) of about 154°. Analyzing the structural parameters reveals that, in
comparison to the unsubstituted UPM, the substitution of electron donor groups at the ureido and carboxylate ends
shortens the C-O and C-N bond distances in PM by 0.004"*A and 0.0002*A, respectively (Tables 1 and 2). This is
explained by the electron-donating nature of the substitution. When substituted at the ureido end, all of the
substituents demonstrate their capacity to donate electrons. Regardless of the models employed here, the groups
substituted at the ureido end function as electron-rich groups.

Frontier molecular orbital’s (FMOs)

By examining the HOMO and LUMO, the charge transfer that occurred within the molecule was explained. As
FMOs, both orbitals are named. The final charge transfer interaction within the molecule is explained by the HOMO-
LUMO energy gap, which is also helpful in determining the electrical transport properties of molecules. Low kinetic
stability and high chemical reactivity are characteristics of molecules with small frontier orbital gaps (HOMO-LUMO
energy gaps) [40-42]. This is because it is energetically advantageous to add an electron to the high-lying LUMO to
remove electrons from the low-lying MOMO. How it interacts with other species is determined by HOMO and
LUMO. Using the DFT method with B3LYP functional and 6-311++G (d,p) basis set , the frontier molecular orbitals
(FMOs) of the molecules under study have been computed. Figure 3&4 displays the molecular orbital structures in
gas phase for R-UPM and UPM-R models. The lowest unoccupied molecular orbital (LUMO) and the highest
occupied molecular orbital (HOMO) make up the FMOs. The energy differential between the HOMO and the LUMO
is known as the HOMO-LUMO Gap energy. When describing a molecule's chemical reactivity and interactions, the
FMOs are crucial parameters. Additionally, it can shed light on the characteristics of the molecules in both gas phase
and aqueous solution. The HOMO and LUMO energies, as well as the energy gap (AE) between them, are obtained
for the gas phase and various solvents shown in Table 3&4 and Figures 5 &6. Based on Table 3&4, it can be inferred
thatthe OH-UPM  model exhibits  greater  stability = when compared toother models. This is
because the molecule's large energy gap contributes to its higher stability and lower chemical reactivity.

Global chemical reactivity descriptor

The global chemical reactivity descriptors of the molecule, including the ionization potential electron affinity, electro
negativity, global softness, global hardness, chemical potential, and electrophilicity index, were ascertained using the
FMOs energies (Enomo, Erumo) [43, 44]. To interpret and comprehend the stability and reactivity of
molecular systems, it is helpful to consider two significant molecular properties: electronegativity and hardness [45].
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Molecular descriptors measured with quantum mechanical techniques have been used in many QSAR studies
[46]. They calculate molecular volumes that describe form, binding effects, and molecular reactivity. The most well-
known quantum chemical descriptors are HOMO and LUMO energy because they are the reaction species that
control multiple chemical reactions[47]. HOMO energy is used to quantify the molecular sensitivity to
electrophile attacks and is directly correlated with the ionization potential. On the other hand, the LUMO energy
explains the molecule's vulnerability to nuclear attack and is directly related to the electron affinity. The energies
known as HOMO and LUMO both control radical. Reactions Youcan alsosuccinctly definehard and soft
nucleophiles, electrophiles and molecule stability, and active durability of HOMO and LUMO. The global
reactivity descriptors, such as energy gap (Eg), ionizing potential (IP), affinity of electrons (EA), electron-negativity
(x), hardness (n), hardness (S), chemical potentials (u), electrophilicity index (x), charge-transfer (ANmax),
nucleofugality (AEn), and electrofugality in gas phased form, are therefore determined using HOMO-LUMO
energies.

(Byomo * Eromo) _ I+ A — (EHOMO + ELUMO)
%= . == H >
and 2)
n= ELUMO _EHOMO
? 3)
1
S :2—
A 4)
2
co:;—
i ®)

Two new reactivity indices, nucleofugality (AEn) and electrofugality (AEe) were proposed by Ayers and colleagues
[48] to measure the ability of nucleophiles and electrophiles to leave the community. These indices are explained
as follows.
2
+
AE =-A+o= (Chl/)
2n )

2
AE, =T+ =41
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Table 3 & 4 displays the chemical and global descriptors for the following: ionization potential (IP), durability (S),
softness (u), charge transfer (ANmax), electrofugality, electronegative affinity (EA), electronegativity (x), durability
(), softness (1), and electrophilicity index (A).

The best electron donor in the models under study is OH-UPM, which also has the lowest ionization value (IP =
6.8265 eV) and lowest HOMO energy (EHOMO = -6.8265 eV) (Table 3 &4). Moreover, comparable trends are
evident for the UPM-R2 models. Based on energy gap (AE) parameters, the compounds exhibit the highest reactivity,
indicating that compound OH-UPM is the most stable among them, with the order being OH-UPM> CH30-UPM >
NH2-UPM > CH3-UPM.

It's crucial to remember that these descriptors give a simplified picture of a molecule's reactivity, even though they
contain useful information. Reactivity is a complicated attribute that isinfluenced by many different things.
For a thorough evaluation, itmaybe necessary to take into account several descriptors and experimental
data. The best electron acceptor in the models under study, UPM-OH, hasa higher electronegativity value. An
atom's propensity to draw electrons into a covalent bond is indicated by higher electronegativity values. When a
high electronegativity molecule interacts with other ions orin polar environments, it can become more reactive.
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Because the OH-UPM model has a higher chemical potential, there is a greater chance thatthe system will
experience a chemical change, which suggests increased reactivity.

Excited states and absorption spectra

Using the TD/DFT method for the gas phase and the PCM-TD/DFT method for the solvent phase, the excited states
of the molecules have been calculated. Table 5 displays the values for the oscillator strength (f), excitation energy
(Ex), maximum absorption wavelength (Ama), and significant MO assignments in both the gas and solvent phases for
R-UPM model. The result is that the maximum values of the studied molecules (R1-R4) range from 218.00 to 209 nm
and 218.00 to 250.00 nm for R-UPM and UPM-R models respectively. The first excited state in the Franck-Condon
region corresponds to the change from the highest energy occupied molecular orbital to the lowest energy
molecular orbital, based on results from calculations conducted in the gas phase and solvent phase. The first excited
state correlates to the transition from HOMO to LUMO, while the second excited state corresponds to the HOMO ->
LUMO+1 transition, based on data from solvent phase calculations. Figure 7-10 illustrates how the investigated
molecules' absorption spectra in the two environments differ in terms of spectral region pattern. The dominance of
the HOMO—LUMO transition has been revealed by comparing the results for the two environments. The electronic
structure of the peptide backboneis found to be significantly altered, along with its polarization, when UPMs are
substituted with different donor units (CHs, OCHsOH, and NH2). This led to a shift in the un-substituted
UPM's negative charge polarization from the ureido group towards the end where the substituent was located. The
calculations of excitation reveal two sharp peaks that correspondto the transitions fromn to m* or m
to ¥, where t and n are localized at distinct energy levels based on the substituent groups selected. The OH and
NH: phenyl substituent's in UPMare predominant in 7 to m* transitions, whereas the CHs and OCHs
groups favorboth mto m* andnto m* transitions. Excitation studies reveal that, except for the OH-UPM
model, all of the models exhibit strong peaks that transition from one end to the other of the orbitals.

CONCLUSIONS

This work investigates chemical modifications in UPM mimetics and finds that structural and electronic properties
are affected by the substitution of electron donor groups. Similar characteristics are shown by computational analysis
of different UPM models, where bond distances are shortened by specific substitutions. The most stable model is
the OH-UPM model, which has lower ionization and HOMO energy values. OH-UPM is ranked as the most stable
model among the models examined in the reactivity assessment based on energy gap parameters. The results
of the excitation calculations show that different transitions are affected by substituent groups. OH and NH:are
more prominent in the 7 to 7* transitions, whereas CHs and OCHzsare more favourable in then to 7* and 7 to
mt* transitions.
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Table 1. Structural parameters (bond length (A) and bond angles (°)) of R-UPM model studied at the neutral state
using DFT/B3LYP/6-311++G(d,p) basis set.

ureido end carboxylate end
Solvent IC-R | IC-N | rc-0 | N-C-R: rc-0 | ro-c ‘ IC-R2 | T0-C-R2
Un substituted UPM
GAS — 1.45663 123089 | -—- 1.21662 144352 | —- —
METH — 1.45716 124354 | -—-- 1.21942 144899 | —- o
ACET o 1.45716 124362 | -—-- 1.21943 144901 | —- —
DMSO o 1.45714 124380 | -—-- 1.21946 144906 | —- —
WATER — 1.45711 124404 | —-- 1.21948 144912 | —- ——
CHs-UPM
GAS 1.52733 1.46096 123111 111.12 1.21665 144345 | —- ——
METH 1.52673 1.46272 1.24325 110.86 1.21943 144895 | —- ——
ACET 1.52672 1.46273 1.24331 110.86 1.21944 144897 | - —
DMSO 1.52666 1.46279 1.24347 110.83 1.21947 144904 | - o
WATER 1.52662 1.46284 1.24368 110.81 1.21951 144911 | —- ——
CH;0-UPM
GAS 1.41555 1.44716 1.23082 114.27 1.21651 144411 | - o
METH 1.42222 1.44257 1.24107 114.09 1.21938 144936 | —- ——
ACET 142225 1.44255 1.24112 114.09 1.21939 144938 | —- ——
DMSO 142233 1.44251 1.24126 114.08 1.21941 144943 | —- —
WATER 142243 1.44245 1.24144 114.08 1.21943 144945 | —- ——
OH-UPM
GAS 141462 1.45395 1.23503 114.19 1.21619 144432 | —- ——
METH 142593 1.44601 1.24379 114.04 1.21925 144947 | - o
ACET 1.42598 1.44597 1.24383 114.04 1.21926 144949 | —- ——
DMSO 142611 1.44586 1.24395 114.04 1.21929 144953 | —- ——
WATER 1.42628 1.44573 1.24411 114.04 1.21933 144959 | —- —
NH>-UPM
GAS 146439 1.45342 1.23231 111.74 1.21627 144373 | - o
METH 146843 1.45213 1.24235 112.16 1.21938 144916 | —- —
ACET 1.46846 145211 1.24241 112.16 1.21941 144918 | —- o
DMSO 146848 1.45214 1.24255 112.17 1.21943 144923 | - o
WATER 146853 1.45214 1.24273 112.18 1.21946 144930 | —- ——

Table 2. Structural parameters (bond length (A) and bond angles ( °)) of UPM-Rmodel studied at the neutral state
using DFT/B3LYP/6-311++G(d,p) basis set.

ureido end carboxylate end
Solvent rc-R | re-N | rc-o | N-C-R rc-o | roc | rc-R2 | ro-c-Rr2
Un substituted UPM
GAS e 1.45663 123089 | --—-- 1.21662 144352 | --— | -
METH e 1.45716 124354 | - 1.21942 144899 | --— | -
ACET e 1.45716 124362 | - 1.21943 144901 | -— | -
DMSO —— 1.45714 124380 | ----- 1.21946 144906 | -— | -
WATER e 145711 1.24404 | - 1.21948 144912 | -—— | -
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GAS — 1.45667 123094 | —- 1.21748 1.45583 1.52038 111.18
METH —— 1.45699 124352 | —- 1.22009 1.46205 1.51907 111.00
ACET —— 1.45699 124359 | —- 1.22010 1.46208 1.51906 111.00
DMSO — 1.45699 124378 | —- 1.22012 1.46215 1.51905 111.00
WATER —— 1.45698 124402 | —- 1.22015 1.46224 1.51903 111.00
UPM-OCH3
GAS —— 1.45678 123063 | —- 1.21297 1.42416 1.39979 107.66
METH —— 1.45707 124311 | —- 1.21472 142761 1.40306 107.30
ACET —— 1.45707 124318 | —- 1.21473 1.42763 1.40308 107.30
DMSO —— 1.45706 124337 | —- 1.21475 1.42769 1.40313 107.30
WATER —— 1.45706 124361 | —- 1.21478 142777 1.40320 107.30
UPM-OH
GAS —— 1.45823 125708 | —- 1.24562 1.49939 1.40371 113.00
METH —— 1.45969 126696 | —- 1.24388 1.49907 1.40808 112.33
ACET —— 1.45970 126701 | —- 1.24387 1.49906 1.40810 112.33
DMSO — 1.45973 126714 | —- 1.24382 1.49903 1.40816 112.32
WATER —— 1.45976 126732 | —- 1.24377 1.49901 1.40823 112.31
UUP-NH:
GAS —— 1.45695 123085 | —- 1.22090 1.49144 1.41254 115.58
METH —— 1.45705 124366 | —- 1.22234 1.49703 1.41380 115.10
ACET —— 1.45704 124373 | —- 1.22234 1.49703 1.41382 115.10
DMSO —— 1.45703 124391 | —- 1.22235 1.49705 1.41386 115.09
WATER — 1.45702 124414 | —- 1.22236 1.49706 141391 115.08

Table 3: Calculated Global chemical reactivity descriptors of the studied molecules in the gas and different

solvents
phase
HOMO | LUMO | I A X n 1l s w AN AEn AEe AE
UPM

-6.8646 | -0.3957 | 6.8646 | 0.3957 | 3.6302 | 3.2345 | -3.6302 [ 0.3092 | 2.0371 | 1.1223 | 1.6414 | 89017 | -6.4689 Gas
-6.9027 | -0.4242 | 6.9027 | 0.4242 | 3.6635 | 3.2393 | -3.6635 | 0.3087 | 2.0716 | 1.1310 | 1.6474 | 89743 | -6.4785 | Methanol
-6.9027 | -0.4245 | 6.9027 | 0.4245 | 3.6636 | 3.2391 | -3.6636 | 0.3087 | 2.0719 | 1.1311 | 1.6474 | 89746 | -6.4782 | Acetonitrile
-6.9030 | -0.4245 | 6.9030 | 0.4245 | 3.6638 | 3.2393 | -3.6638 | 0.3087 | 2.0719 | 1.1310 | 1.6474 | 89749 | -6.4785 DMSO
-6.9027 | -0.4248 | 6.9027 | 0.4248 [ 3.6638 | 3.2390 | -3.6638 | 0.3087 | 2.0721 | 1.1312 | 1.6473 | 89748 | 64779 water

CHs>- UPM
-6.8265 | -0.3826 | 6.8265 | 0.3826 | 3.6046 | 3.2220 | -3.6046 | 0.3104 | 2.0163 | 1.1187 | 1.6337 | 8.8428 | -6.4439 Gas
-6.8856 | -0.4226 | 6.8856 | 0.4226 | 3.6541 | 3.2315 | -3.6541 | 0.3095 | 2.0660 | 1.1308 | 1.6434 | 89516 | -6.4630 | Methanol
-6.8861 | -0.4229 | 6.8861 | 0.4229 | 3.6545 | 3.2316 | -3.6545 | 0.3094 | 2.0664 | 1.1309 | 1.6435 | 89525 | -6.4632 | Acetonitrile
-6.8869 | -0.4231 | 6.8869 | 0.4231 | 3.6550 | 3.2319 | -3.6550 | 0.3094 | 2.0667 | 1.1309 | 1.6436 | 89536 | -6.4638 DMSO
-6.8883 | -0.4234 | 6.8883 | 0.4234 | 3.6559 | 3.2325 | -3.6559 | 0.3094 | 2.0674 | 1.1310 | 1.6440 | 89557 | -6.4649 water

CH;0-U PM
-7.1144 | 05056 | 7.1144 | 05056 | 3.8100 | 3.3044 | -3.8100 | 0.3026 | 2.1965 | 1.1530 | 1.6909 | 93109 | -6.6088 Gas
-7.1667 | -0.4487 | 7.1667 | 0.4487 | 3.8077 | 3.3590 | -3.8077 | 0.2977 | 2.1582 | 1.1336 | 1.7095 | 9.3249 | -6.7180 | Methanol
-7.1669 | -0.4484 | 7.1669 | 0.4484 | 3.8077 | 3.3593 | -3.8077 | 0.2977 | 2.1580 | 1.1335 | 1.7096 | 9.3249 | -6.7185 | Acetonitrile
-7.1675 | 04479 | 7.1675 | 0.4479 | 3.8077 | 3.3598 | -3.8077 | 0.2976 | 2.1577 | 1.1333 | 1.7098 | 93252 | -6.7196 DMSO
-7.1920 | -0.4471 | 7.1920 | 0.4471 | 3.8196 | 3.3725 | -3.8196 | 0.2965 | 2.1630 | 1.1326 | 1.7159 | 93550 | -6.7449 water

OH- UPM
72869 | 05676 | 7.2869 | 05676 | 3.9273 | 3.3597 | -3.9273 | 0.2977 | 2.2954 | 1.1689 | 1.7278 | 95823 | -6.7193 Gas
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-7.2510 | 0.4620 | 7.2510 | 0.4620 | 3.8565 | 3.3945 | -3.8565 | 0.2946 | 2.1907 | 1.1361 | 1.7287 | 94417 | -6.7890 Methanol
-7.2507 | 0.4615 | 7.2507 | 0.4615 | 3.8561 | 3.3946 | -3.8561 | 0.2946 | 2.1902 | 1.1360 | 1.7287 | 9.4409 | -6.7892 | Acetonitrile
-7.2502 | -0.4607 | 7.2502 | 0.4607 | 3.8555 | 3.3948 | -3.8555 | 0.2946 | 2.1893 | 1.1357 | 1.7286 | 9.4395 | -6.7895 DMSO
-7.2497 | 0.4593 | 7.2497 | 04593 | 3.8545 | 3.3952 | -3.8545 | 0.2945 | 2.1880 | 1.1353 | 1.7287 | 94377 | -6.7904 water
NH:- UPM
-6.8341 | 04218 | 6.8341 | 04218 | 3.6280 | 3.2062 | -3.6280 | 0.3119 | 2.0526 | 1.1316 | 1.6308 | 8.8867 | -6.4123 Gas
-7.0442 | 04370 | 7.0442 | 04370 | 3.7406 | 3.3036 | -3.7406 | 0.3027 | 2.1177 | 1.1323 | 1.6807 | 9.1619 | -6.6072 Methanol
-7.0456 | 0.4373 | 7.0456 | 04373 | 3.7415 | 3.3042 | -3.7415 | 0.3026 | 2.1183 | 1.1323 | 1.6810 | 9.1639 | -6.6083 | Acetonitrile
-7.0480 | 0.4376 | 7.0480 | 04376 | 3.7428 | 3.3052 | -3.7428 | 0.3026 | 2.1192 | 1.1324 | 1.6816 | 9.1672 | -6.6104 DMSO
-7.0516 | 0.4381 | 7.0516 | 0.4381 | 3.7449 | 3.3068 | -3.7449 | 0.3024 | 2.1205 | 1.1325 | 1.6824 | 9.1721 | -6.6135 water
Table.4: Calculated Global chemical reactivity descriptors of the studied molecules in the gas and different
solvents.
HOMO | LUMO | I A |«x EEr | s lw | AN [AE. |AE. |AE phase
UPM -CH:s
-6.8377 | 0.3649 | 6.8377 | 0.3649 | 3.6013 | 3.2364 -3.6013 | 03090 | 2.0037 | 1.1127 | 1.6388 | 8.8414 | -6.4728 Gas
-6.8932 | -0.4041 | 6.8932 | 0.4041 | 3.6487 | 3.2446 -3.6487 | 03082 | 2.0515 | 1.1245 | 1.6474 | 8.9447 | -6.4891 Methanol
-6.8935 | -0.4044 | 6.8935 | 0.4044 | 3.6490 | 3.2446 -3.6490 | 0.3082 | 2.0519 | 1.1246 | 1.6475 | 8.9454 | -6.4891 | Acetonitrile
-6.8940 | -0.4049 | 6.8940 | 04049 | 3.6495 | 3.2446 -3.6495 | 03082 | 2.0524 | 1.1248 | 1.6475 | 8.9464 | -6.4891 DMSO
-6.8948 | -0.4054 | 6.8948 | 0.4054 | 3.6501 | 3.2447 -3.6501 | 03082 | 2.0531 | 1.1249 | 1.6477 | 8.9479 | -6.4894 water
UPM -CH:0
-6.8733 | -0.5358 | 6.8733 | 0.5358 | 3.7046 | 3.1688 -3.7046 | 03156 | 2.1655 | 1.1691 | 1.6297 | 9.0388 | -6.3375 Gas
-6.9305 | -0.6430 | 6.9305 | 0.6430 | 3.7868 | 3.1438 -3.7868 | 0.3181 | 2.2806 | 1.2045 | 1.6376 | 9.2111 | -6.2875 Methanol
-6.9305 | -0.6435 | 6.9305 | 0.6435 | 3.7870 | 3.1435 -3.7870 | 0.3181 | 2.2811 | 1.2047 | 1.6376 | 9.2116 | -6.2870 | Acetonitrile
-6.9310 | -0.6452 | 6.9310 | 0.6452 | 3.7881 | 3.1429 -3.7881 | 03182 | 2.2829 | 1.2053 | 1.6377 | 9.2139 | -6.2858 DMSO
-6.9316 | 0.6471 | 6.9316 | 0.6471 | 3.7894 | 3.1423 -3.7894 | 03182 | 2.2849 | 1.2059 | 1.6378 | 9.2165 | -6.2845 water
UPM -OH
-6.9827 | -0.7886 | 6.9827 | 0.7886 | 3.8857 | 3.0971 -3.8857 | 03229 | 24375 | 1.2546 | 1.6489 | 94202 | -6.1941 Gas
-6.5824 | -0.7861 | 6.5824 | 0.7861 | 3.6843 | 2.8982 -3.6843 | 03450 | 2.3418 | 1.2712 | 1.5557 | 8.9242 | -5.7963 Methanol
-6.9335 | -0.6977 | 6.9335 | 0.6977 | 3.8156 | 3.1179 -3.8156 | 0.3207 | 2.3347 | 1.2238 | 1.6370 | 9.2682 | -6.2358 | Acetonitrile
-6.9332 | 0.6963 | 6.9332 | 0.6963 | 3.8148 | 3.1185 -3.8148 | 0.3207 | 2.3333 | 1.2233 | 1.6370 | 9.2665 | -6.2369 DMSO
-6.5830 | -0.7823 | 6.5830 | 0.7823 | 3.6827 | 2.9004 -3.6827 | 03448 | 2.3380 | 1.2697 | 1.5557 | 8.9210 | -5.8007 water
UPM -NH2
-6.8728 | -0.4825 | 6.8728 | 04825 | 3.6777 | 3.1952 -3.6777 | 03130 | 2.1165 | 1.1510 | 1.6340 | 8.9893 | -6.3903 Gas
-6.8897 | -0.4533 | 6.8897 | 04533 | 3.6715 | 3.2182 -3.6715 | 03107 | 2.0943 | 1.1409 | 1.6410 | 8.9840 | -6.4364 Methanol
-6.8897 | -0.4533 | 6.8897 | 04533 | 3.6715 | 3.2182 -3.6715 | 0.3107 | 2.0943 | 1.1409 | 1.6410 | 8.9840 | -6.4364 | Acetonitrile
-6.8899 | -0.4528 | 6.8899 | 04528 | 3.6714 | 3.2186 -3.6714 | 03107 | 2.0939 | 1.1407 | 1.6411 | 8.9838 | -6.4371 DMSO
-6.8902 | -0.4523 | 6.8902 | 04523 | 3.6713 | 3.2190 -3.6713 | 03107 | 2.0936 | 1.1405 | 1.6413 | 8.9838 | -6.4379 water
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Fig.1 The various peptidomimetic models that were examined in this work are shown schematically.
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Fig. 2: The Geometry optimized structures for R-UPM and UPM-R models in the gas phase. (R1=-CH3, R2=
OCH;3, R3= -OH, Rd=-NH>)
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Fig.3: HOMO and LUMO molecular orbital diagrams of the studied R-UPM model structures using B3LYP/ 6-
311++ G(d,p) in the gas phase.
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Fig.4: HOMO and LUMO molecular orbital diagrams of the studied UPM-R model structures using B3LYP/ 6-
311+ G(d,p) in the gas phase.
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Fig.7: Simulated UV-visible optical absorption spectra
of the studied molecules of model R-UPM (R1=-CH3,
R2= OCH3;, R3= -OH, R4=-NH:) with calculated data at
the TD-DFT/B3LYP/6- 311++ G (d,p) level in gas phase.

Fig.8: Simulated UV-visible optical absorption
spectra of the studied molecules of model R-UPM
(R1=-CHs, R2= OCHs, R3= -OH, R4=-NH:) with
calculated data at the TD-DFT/B3LYP/6- 311G++ (d,p)
level in aqueous solvent.
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Fig.9: Simulated UV-visible optical absorption spectra
of the studied molecules of model UPM-R (R1=-CHj3,
R2= OCHj3, R3= -OH, R4=-NH2) with calculated data at
the TD-DFT/B3LYP/6- 311++ G(d,p) level in gas phase.

Fig.10: Simulated UV-visible optical absorption
spectra of the studied molecules of model UPM-R
(R1=-CHs;, R2= OCH; R3=-OH, R4=-NH:) with
calculated data at the TD-DFT/B3LYP/6- 311++ G(d,p)
level in aqueous solvent.
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ABSTRACT

Environmental ethics is the philosophical discipline that considers the moral and ethical relationship of
human beings to the environment. In other words it considers the ethical basis of environmental
protection. This paper provides a concise overview of the role and responsibilities of teachers in fostering
environmental ethics among students. In an era marked by escalating environmental challenges,
educators emerge as pivotal agents of change. This paper explores the multifaceted responsibilities of
teachers in cultivating a sense of environmental ethics among students. It delves into pedagogical
approaches, curriculum integration, and the cultivation of eco-conscious attitudes. By examining the
educator's role as a catalyst for environmental awareness, this abstract underscores the significance of
instilling a deep-seated commitment to sustainable practices and environmental stewardship. The study
aims to contribute insights into the effective strategies teachers can employ to nurture environmentally
responsible citizens, emphasizing the critical connection between education, ethics, and the well-being of
the planet.

Keywords: Environmental Ethics, Types of Environmental Ethics, Role of Teachers in Environmental
Ethics, Strategies for Promoting Environmental Ethics, Students, Pedagogical Approaches to
Environmental Ethics.
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INTRODUCTION

The role and responsibilities of teachers in promoting environmental ethics among students are paramount in
shaping the future stewards of our planet. In an era marked by environmental challenges, educators play a pivotal
role in instilling a sense of responsibility, awareness, and ethical consciousness in the minds of their students.
Teachers are not merely transmitters of knowledge; they are catalysts for positive change. By incorporating
environmental ethics into the educational landscape, educators can inspire a generation to appreciate, respect, and
safeguard the natural world. This introduction explores the multifaceted responsibilities of teachers, delving into
how they can cultivate a deep environmental ethic within their students, fostering a commitment to sustainable
practices and a profound sense of responsibility towards the well-being of the Earth. The word Ethics is emerged
from the Greek word “ethos” which means “character”. The determination of ethics is not possible until we get the
knowledge of the right and wrong. According to Webster Dictionary, “Ethics is the science of moral duties or it is the
science of ideal human character.” Ethics is a system of rules and moral principles guiding conduct. It can be a
framework for judging what is good and bad, right and wrong. It guides the reasoning that one makes before acting;
understanding the consequences of one’s action (also known as moral philosophy). Ethics is a branch of philosophy
which addresses questions of morality. Ethics is highly important to science because the scientific inquires merit
ethical assessment.

Environmental Ethics

Environmental Ethics is the ethical study of the relationship of human and environment. It is the discipline that
studies the moral relationship of human being and also the value and moral status of the natural environment and its
Non-human content. Environmental Ethics is a topic of applied ethics which examine the moral basis of
environmental responsibility. It focuses on the moral foundation of environment responsibility and how far this
responsibility extends. More specifically, it refers to the value that mankind places on protecting, conserving and
efficiently using resources that the earth provides. Environmental Ethics emerged as a new sub-discipline of practical
philosophy that deals with the ethical problems concerning environmental protection and conservation. It aims at
providing ethical justification and moral motivation for the cause of global environmental protection. On the one
hand, at the level of ideas, Environmental Ethics challenges the dominant and deep-rooted anthropocentrism of
modern mainstreams ethics and extends the object of our duty to future generation and non-human beings as well
and on the other hand at the practical level, Environmental Ethics criticizes the materialistic and consumerist attitude
of modern capitalism and demands for the healthy and green- lifestyle, that is harmonious with nature.

Environmental ethics is a theoretical discipline that examines all kinds of attitudes and behaviors that people
consider important when making decisions about nature, factors that make up nature, or the environment (Karaca,
2007). The environmental ethic evaluates the relationship of people to nature in a moral framework (Ozer & Keles,
2016) and tries to find the right behavior towards the environment. Environmental ethics allows the individual to
appreciate the value of nature (Mahmutoglu, 2009). It is emphasized that environmental ethics is the responsibility of
the environment in which the person lived, and that every living thing should behave in a way that considers the
vital rights it possesses (Ozer & Keles, 2016). Approaches about environmental ethics, (Karaca, 2007; Kayaer, 2013;
Agbuga, 2016), consciousness (Kilic & Inal, 2010; Talas & Karatas, 2012), aweraness (cabuk & Karacaoglu, 2003;
Senyurt, Bayik Temel & Ozkahraman, 2011; Dolmac ve Bulgan, 2013), perception (Blbul, 2013; Gergek, 2016; Tesfai,
Nagothu, Simek & Fucik, 2016) and approach (Saka, Surmeli ve Oztuna, 2009; Ozdemir, 2012) studies are found.
Teachers have to remember to their students about responsibilities on environment and they have to get awareness
(Ozer & Keles, 2016). In order to make this kind of consciousness, teachers have to become their awareness much
more than students (Keles, Uzun & Varnaa Uzun, 2010). Living and non-living goods are semmed as a whole by
environmental-centered approach. Also, ethical approaches of humans about environment are distant from human
centered approach to living environment centered approach (Kayaer, 2013). Basic principles of environmental
problems are human behavious, as results of this awareness of humans about environment become an important
issue (Erten, 2004).

73529



http://www.tnsroindia.org.in

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©I[JONS

Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997
Pachaiyappan et al.,

The History of Environmental Ethics

The history of environmental ethics can be traced to pivotal moments in the mid-20th century when concerns about
the ecological impact of human activities began to gain widespread attention. Rachel Carson's “Silent Spring” (1962)
raised awareness about the environmental consequences of pesticide use, setting the stage for the modern
environmental movement. Lynn White Jr.'s essay “The Historical Roots of Our Ecologic Crisis” (1967) prompted
reflection on the cultural and religious foundations of anthropocentrism. The first Earth Day in 1970 further
mobilized public sentiment towards environmental protection. Aldo Leopold's “A Sand County Almanac” (1949)
introduced the concept of a “land ethic,” emphasizing the ethical relationship between humans and the land. Arne
Naess's deep ecology movement and J. Baird Callicott's contributions in the 1970s and 1980s solidified environmental
ethics as a distinct field of study. This history reflects a growing recognition of the ethical dimensions of human
interactions with the environment, culminating in the formalization and expansion of environmental ethics as a field
addressing contemporary global challenges.

Need for Environmental Ethics Education

Environmental ethics education is indispensable in our contemporary world as it equips individuals with the
knowledge, values, and ethical frameworks necessary to navigate and address pressing environmental challenges.
With the planet facing issues such as climate change, biodiversity loss, and resource depletion, understanding the
ethical dimensions of human-nature interactions is critical. Environmental ethics education fosters awareness about
the interconnectedness of ecosystems, encouraging responsible resource management and sustainable practices. It
empowers individuals to make ethically informed decisions, promoting environmental justice, biodiversity
conservation, and climate change mitigation. As technology advances and global interconnectivity increases, the
ethical implications of human activities on the environment become more pronounced, making environmental ethics
education essential for fostering a sense of individual and collective responsibility towards the well-being of the
planet. Ultimately, this education is a cornerstone for cultivating a sustainable and ethical relationship between
humanity and the natural world.

Principles of Environmental Ethics

Environmental ethics is a branch of ethics that examines the moral principles and values that should guide human

interactions with the natural world. These principles provide a framework for addressing ethical issues related to the

environment. While there may be variations in the formulation of these principles, the following are commonly

recognized as key principles of environmental ethics:

1. Respect for the intrinsic value of nature: Nature should not be treated as a commodity or resource to be
exploited and discarded.

2. Interdependence of species and ecosystems: Humans depend on nature and natural systems. We must recognize
our role in preserving and protecting the environment.

3. Ecological sustainability: We must strive to use resources responsibly and with an eye to preserving
ecosystems and biodiversity.

4. Human responsibility: We are responsible for our own actions and decisions and their consequences for the
environment.

5. Human equity: We must strive for a just world where the rights and needs of humans, animals, and plants are
respected and protected.

6. Precautionary principle: We should take precautions against environmental harm, even when scientific
evidence is inconclusive.

7. Right to know: Individuals have the right to access information about environmental issues.

8. Right to participate: Citizens have the right to participate in environmental decision-making processes.

Types of Environmental Ethics

Environmental ethics encompasses various perspectives and approaches that guide individuals and societies in
understanding and addressing ethical issues related to the environment. Different types of environmental ethics
represent diverse philosophical and ethical frameworks. Here are some major types:
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1. Anthropocentrism: Anthropocentrism places human interests at the center and considers the environment
valuable only to the extent that it serves human needs and desires. This perspective sees nature as a resource
for human well-being.

2. Biocentrism: Biocentrism extends intrinsic value beyond humans to all living organisms. It asserts that all living
beings have inherent worth and should be considered in ethical decision-making, not just for their utility to
humans.

3. Ecocentrism: Ecocentrism takes a broader view, attributing intrinsic value to entire ecosystems and the
biosphere. It emphasizes the interdependence of all living and non-living elements in an ecosystem and
advocates for the well-being of the entire ecological community.

4. Deep Ecology: Deep ecology, developed by Arne Naess and George Sessions, goes beyond traditional
environmental ethics by proposing a radical shift in human consciousness. It encourages a reevaluation of
human relationships with nature, emphasizing a spiritual or metaphysical connection with the Earth.

5. Ecofeminism: Ecofeminism explores the connections between the exploitation of nature and the oppression of
women. It critiques patriarchal structures and argues for the need to address both environmental and social
injustices.

6. Environmental Virtue Ethics: Environmental virtue ethics focuses on cultivating virtuous character traits in
individuals. It emphasizes the development of virtues such as responsibility, humility, and compassion in the
context of environmental decision-making.

7. Social Ecology: Social ecology, developed by Murray Bookchin, integrates ecological principles with social
justice concerns. It emphasizes the need to address both environmental issues and social inequalities
simultaneously.

8. Shallow Ecology: Shallow ecology is often used to contrast with deep ecology. It focuses on practical and
immediate solutions to environmental problems without necessarily challenging the deeper values and
structures of society.

9. Conservation Ethics: Conservation ethics emphasizes the responsible use and management of natural resources
for the benefit of present and future generations. It seeks to balance human needs with the conservation of
biodiversity and ecosystems.

10. Land Ethic: Developed by Aldo Leopold, the land ethic proposes an expansion of ethical consideration to
include the land as a whole. It argues for an ethical relationship with the land, recognizing that humans are just
one part of a larger ecological community.

11. Animal Rights Ethics: This perspective extends ethical consideration to individual animals, emphasizing their
inherent value and rights. It advocates for the ethical treatment of animals and challenges practices that exploit
or harm them.

12. Environmental Justice: Environmental justice focuses on the fair distribution of environmental benefits and
burdens, particularly in relation to marginalized communities. It seeks to address issues of environmental
racism and unequal exposure to environmental hazards.

These types of environmental ethics reflect the diversity of thought within the field, providing different lenses
through which individuals and societies can approach environmental issues. Often, ethical decisions involve a
combination of these perspectives, as environmental challenges are multifaceted and interconnected.

Role of Teachers for Promoting Environmental Ethics among Students

Teachers play a crucial role in promoting environmental ethics among students. Environmental ethics involves
fostering a sense of responsibility, awareness, and values towards the environment. Here are some key roles and
responsibilities of teachers in this regard:

Educator

Provide students with a comprehensive understanding of environmental issues, including climate change, pollution,
deforestation, and biodiversity loss. Incorporate environmental topics into the curriculum across various subjects,
illustrating the interconnectedness of environmental issues with other disciplines.
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Role Model

Demonstrate environmentally friendly practices in the classroom, such as waste reduction, energy conservation, and
sustainable resource use. Share personal experiences and stories related to environmental stewardship to inspire
students.

Facilitator of Experiential Learning

Organize field trips, nature walks, and hands-on activities that allow students to directly engage with and appreciate
the environment. Encourage outdoor learning experiences to develop a connection between students and the natural
world.

Promoter of Critical Thinking

Encourage students to analyze and question environmental issues critically. Foster a sense of environmental
responsibility by helping students understand the consequences of individual and collective actions on the
environment.

Advocate for Environmental Issues
Guide students in researching and understanding local and global environmental challenges. Encourage students to
participate in environmental advocacy, awareness campaigns, or community service projects.

Integration of Ethics and Values

Discuss and explore ethical frameworks related to the environment, emphasizing the importance of responsible
decision-making. Help students develop a personal code of environmental ethics based on values such as
stewardship, sustainability, and social responsibility.

Promotion of Sustainable Practices
Teach and model sustainable practices, such as recycling, reducing waste, and conserving resources. Integrate
discussions on sustainable development and green technologies into the curriculum.

Cultivator of Empathy and Compassion
Encourage students to develop empathy for the natural world and an understanding of how their actions impact
ecosystems and other living beings. Foster a sense of responsibility towards future generations and the planet.

Incorporation of Multidisciplinary Perspectives

Integrate perspectives from various disciplines, such as science, social studies, and ethics, to provide a holistic
understanding of environmental issues. Collaborate with other teachers to create interdisciplinary projects related to
environmental ethics.

Assessment and Feedback

Evaluate students' understanding of environmental issues and ethics through assessments, projects, and discussions.
Provide constructive feedback to help students improve their environmental awareness and ethical reasoning. By
fulfilling these roles and responsibilities, teachers can contribute significantly to shaping environmentally conscious
and ethically responsible citizens.

Approaches to Teaching Environmental Ethics

Teaching environmental ethics can be approached in various ways to engage students, encourage critical thinking,
and instill a sense of responsibility towards the environment. Here are several approaches to teaching environmental
ethics:
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Interdisciplinary Learning

Integrate environmental ethics into various subjects, fostering interdisciplinary connections. Explore the ethical
dimensions of environmental issues in science, social studies, literature, and other disciplines, providing a holistic
understanding.

Case Studies and Real-World Examples

Use case studies and real-world examples to illustrate ethical dilemmas related to the environment. Analyzing
specific cases encourages students to apply ethical principles to practical situations and develop problem-solving
skills.

Outdoor Education and Experiential Learning

Take students outdoors for nature walks, field trips, or experiential learning activities. Direct interaction with the
environment fosters a personal connection, deepens appreciation, and encourages a sense of responsibility.

Ethical Debates and Discussions

Organize debates and discussions on environmental issues, encouraging students to explore different ethical
perspectives. This approach promotes critical thinking, effective communication, and the ability to consider diverse
viewpoints.

Guest Speakers and Expert Panels
Invite guest speakers, environmentalists, or experts in environmental ethics to share their experiences and insights.
Hearing from professionals in the field can inspire students and provide real-world context to ethical discussions.

Service-Learning Projects

Engage students in service-learning projects related to environmental ethics. This hands-on approach allows
students to apply ethical principles in practical situations, fostering a sense of civic responsibility and community
engagement.

Technology and Multimedia Tools
Utilize technology and multimedia tools to enhance learning. Incorporate documentaries, online resources, and
virtual field trips to expose students to a variety of perspectives and issues in environmental ethics.

Role-Playing and Simulations
Use role-playing activities and simulations to immerse students in ethical scenarios. This approach encourages
empathy, helps students understand the complexities of decision-making, and prompts ethical reflection.

Critical Thinking Exercises
Design critical thinking exercises that challenge students to analyze and evaluate ethical issues in environmental
contexts. These exercises can include ethical dilemmas, thought experiments, and reflective writing assignments.

Literature and Art

Integrate literature, poetry, and art that explore environmental themes and ethical considerations. Analyzing literary
works and artistic expressions can evoke emotional responses and deepen students' understanding of ethical
implications.

Project-Based Learning

Implement project-based learning where students work on extended projects that involve research, analysis, and
problem-solving. This approach allows students to apply ethical principles to real-world issues and develop practical
skills.
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Philosophical Inquiry
Introduce students to key environmental philosophers and ethical theories. Explore philosophical inquiries into the
relationship between humans and nature, providing a theoretical foundation for ethical discussions.

Reflective Journals and Portfolios

Incorporate reflective journals or portfolios where students document their thoughts, experiences, and insights
regarding environmental ethics. This approach encourages self-reflection and allows students to track their personal
development in understanding ethical issues.

Cultural Perspectives

Explore cultural perspectives on environmental ethics by examining how different cultures value and interact with
nature. This approach fosters cultural awareness and respect for diverse ethical values associated with the
environment. By adopting a variety of these approaches, educators can create a dynamic and engaging learning
environment that encourages students to think critically, develop ethical reasoning skills, and become responsible
stewards of the environment.

CONCLUSION

The role and responsibilities of teachers in promoting environmental ethics among students are of utmost
importance in addressing the pressing challenges of our time. This study has underscored the multifaceted nature of
the teacher's role, extending beyond conventional academic instruction to encompass the cultivation of ethical values
and environmental consciousness. As educators, their influence goes beyond the classroom, shaping the mindset and
behaviors of the next generation. Through intentional integration of environmental ethics into the curriculum,
fostering experiential learning, and serving as role models of sustainable practices, teachers become instrumental in
instilling a deep sense of responsibility and stewardship towards the environment. This paper highlights the
interconnectedness of education, ethics, and environmental sustainability, emphasizing the transformative power
teachers wield in nurturing environmentally conscious citizens who are poised to contribute positively to the well-
being of the planet. As we recognize the urgency of environmental issues, acknowledging and reinforcing the pivotal
role of teachers becomes essential for fostering a generation committed to preserving and protecting our shared
global environment.
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ABSTRACT

Explanation of the persisting difference in the structure of disability and increasing dependency have
long been debated in social sciences in terms of poverty. Despite the removal of formal restrictions,
structural constraints on people with locomotor disabilities continue to be important, according to
sociological accounts and empirical investigations. Role of poverty in the lives of people with locomotor
disabilities (PwLD), How has poverty become a culture for PWLD? and how the culture of poverty is
perpetuating among PwLD? An exploratory study was carried among individuals with locomotor
impairment, Tamil Nadu on April 2023 with Focus Group Discussion method. Questions on
socioeconomic circumstances in relation with life chances; impact of poverty condition on lifestyle
transformation; transmission of poverty as a result of disability to next generation were used as prompts
to consolidate into the study. PWLD poverty is not simply a matter of monetary or economic factors, but
is closely linked to restraints on their opportunities in life. These lacking, financial dependence, such as
less opportunities, social rejection, and unaccredited employment. As a result of poor living conditions
and social poverty, the state been perpetuating among the PwWLD, however, this could be eradicated by
effective role of welfare system.

73536



http://www.tnsroindia.org.in
mailto:tamilarasu.dsps@buc.edu.in.

Indian Journal of Natural Sciences “ www.tnsroindia.org.in ©I[JONS

Vol.15 / Issue 83 / Apr /2024  International Bimonthly (Print) — Open Access ~ ISSN: 0976 — 0997

Tamilarasu Sampath ef al.,

Keywords: locomotor disability, poverty, impediments, social poverty, culture of poverty.

INTRODUCTION

A social model of disability beyond its usual medical explanation, concentrates on the interaction that people with
impairments have with their surrounding environment that possess physical, attitudinal, behavioural,
communicational and social barriers (People with disability Australia, 2023). This reminds us of a social construction
view that looks into the social system of legislations, policies and programmes of the society in fulfilling the needs of
the impaired to accommodate them into the social whole than viewing as an individual problem (Dfid, 2009; Haegele
& Hodge, 2016).Persons with disabilities (PwD) often experience poverty as a way of life, and adaptation to such
poverty worsens the consequence of their disability. UN report (2018) says, people with disabilities face numerous
impediment even to participate among their communities around the world and to enjoy complete inclusion.
Meanwhile, inadequate education, healthcare, employment, financial deprivation, social support, community
participation and social marginalization are caused by disability which further results in lack of life-chances available
for them (Philip, 2015; Pinilla-Roncancio, 2015). It is to understand that disability is both the cause and consequence
of poverty and the relation of the two results in higher vulnerability and exclusion of the community (Rohwerder,
2015). PwD in a comprehensive way experience numerous tussles;most adverse group one among themare persons
with locomotor disability (PwLD) who are facing even more disastrous effects.

Employment opportunities for PwLD are often limited and are accompanied with discrimination, stigma and
attitudinal barriers in the workplace which leads to financial deprivation and dependence on social assistance
resulting in complete exclusion from the labour market. Consequently, PWLD face long-term financial struggles,
further deepening their experience with poverty and social marginalization is a deep concern for them since they
experience rejection in social activities. This can lead to loneliness and low self-esteem, compromising their general
well-being and sense of belongingness in their communities(Banks et.al, 2017). Studies proved that PWLD often face
larger struggles in self-care, mobility and in interpersonal relations which is mainly because of their improper social
support and low understanding of society on their serious issue (Mishra et al., 2019). All the above explanations have
provided evidences to state that adaptation to poverty and long-term deprivations of life-chances has habituated the
culture of poverty among individuals with locomotor disability (Lewis, 1966; Sonpal& Kumar, 2012; Lewis, 2017).
Now, the key questions are how has poverty become a culture for PwWLD? and how the culture of poverty is
perpetuating among PwLD? Majority of the study experts visualized PwLD having less effect due to their physical
immobility and has presented fewer challenges than other disabilities. However, as indicated, disability leading to
poverty worsens with existential crisis, limiting one's opportunities in life. Despite the fact that, most of the times,
financial condition and economic status were taken as measure of poverty (Waldschmidt, 2021; Schiariti, 2020; Banks
et al., 2017; Waldschmidt et al, 2017), understanding of the transmission nature of poverty over generations is
necessary in order to comprehend the continuing nature of poverty as culture through the lives of PwLd and their
progenies (Department for International Development, 2000). By taking these additional considerations into account,
the research hopes to shed insight on the complicated dynamics of poverty and disability, particularly among those
with locomotor impairments. It emphasizes the importance of comprehensive interventions that address not just the
immediate economic issues faced by PwLD, but also the structural and systemic causes that perpetuate poverty
within this marginalized population.

MATERIALS AND METHODS

An exploratory study was conducted in April 2022 among individuals with locomotor impairments in Dharmapuri
district of Tamil Nadu. The motivation behind this study stemmed from the observation that existing literature
mostly focused on general impairments and individual sufferings. This paved way for highlighting the need to
investigate the specific experiences of individuals with locomotor disabilities. By doing so, the aim was to gain a
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deeper understanding of the challenges they face, the impact on their prospects for a fulfilling life, and the lasting
damages caused by these disabilities. To gather data, the study employed a Focus Group Discussion (FGD)
approach, utilizing a discussion guide and a skilled moderator. The FGD allowed participants to share their
experiences and perspectives on various aspects, including their standard of living, support systems, quality of life,
and socio-economic conditions. To ensure concrete and diverse range of viewpoints, purposive sampling was
utilized to identify potential participants. Prior to the commencement of the discussion, discrete informed consent
was obtained from each participant in a social setting that was accessible to all. The FGD prompts encompassed a
range of topics, such as the participants' social standing, socioeconomic circumstances, and their correlation with life
chances. Participants were also prompted to discuss the impact of their poverty conditions on lifestyle
transformations and the transmission of poverty to the next generation as a result of their disabilities. By exploring
these dimensions, the study aimed to consolidate findings that would contribute to its overall objectives. The use of
an exploratory study and the FGD method allowed for a rich nuanced exploration of the experiences of individuals
with locomotor disabilities in the Dharmapuri district. This approach aimed to capture the multifaceted nature of
their challenges and shed light on the ways in which poverty, disability, and social factors interact to shape their
lives and opportunities.

RESULTS

Familiarization of data collected in regional language was done through transcription and translation into English.
Following this, transcripts were analyzed using an inductive approach based on thematic analysis. The framework
for comprehending poverty and disability was identified through codes in a pattern establishing the themes as living
conditions, social poverty and culture of poverty. The consolidated themes were initially categorized into sub themes
as financial dependence, structural inequality, social consciousness, social restraints and social alienation which
defined the above themes. Continuous monitoring and reassessment was done by all the researchers to have concrete
conclusions from the transcripts and to establish the pattern and relationship between the themes. Social poverty and
Culture of poverty are the key themes evolved in the study which are operationalized as follows. Social poverty for
PwLD is that state of being alienated from the mainstream of the society as in lacking the basic capacity to participate
in the social occurrences, and to have good-quality, trustworthy and dependable relationships. In the line of thought,
culture of poverty is the cydlical nature of poverty that transfer across generations and the adaptations developed to
poverty as a way of life. Categorised sub themes jointly and collaboratively contribute to represent both social
poverty and culture of poverty which are likely to be constituted through their living conditions. The relation of all
the variables is picturised in the following diagram to point out the theoretical assumptions of the study.

FINDINGS AND DISCUSSION

Theme - I: Culture of Poverty
The root of culture of poverty among PwLD begins with present living conditions insisting on the level of financial
dependence and structural inequalities that they face as challenge in their conventional lives (Eide, 2011). PWLD lack
financial autonomy and allege to face discrimination on the surface of their financial dependency such as less
opportunities, social rejection, and a range of unaccredited profession (Banks et.al, 2017). Their permanent
unemployed status irrespective of age, impairment and basic requirements combined with the thought of being
essentially dependent for mundane activities, make them feel useless or an unavoidable liability in other’s life, apart
from gaining low status (Dammeyer& Chapman, 2018; Philip, 2015; Pinilla-Roncancio, 2015). This is well felt through
the words
...not respected within my own family as I am not earning anything and the family considers me as a burden to feed ...
considered waste of money...if I call family member or friend for help, they condemn for asking them things to do for me...

Few doing seasonal and irregular work also face the same situation as of unemployed. Besides, some benefitting out
of government positive discrimination, were also seem placed in low level jobs, doing miscellaneous activities which
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do not gain social respect neither in the working atmosphere nor in the personal community. Alternatively, a very
fundamental financial sourcing has been done through old age pension (OAP) offered by government and through
arrangements of special loans. But the former is insufficient to meet the needs of PwLD themselves and the latter
even though given for starting entrepreneurial activities like petty shops, milk parlour, telecommunication centres,
are not successful due to indifferent attitude of loan providers and general public (Department for International
Development, 2000). An adding hindrance is getting a surety for the sanctioning of loan by a government officer,
which never happens in case PWLD.
‘...no one (not even relatives) is willing to sign surety.
As in case of not payment of the loan the money will be debited from the salary of the government employee who signed for
surety’
Over, all these, family of PWLD relies on the pension or money received and eamed by the individuals for their
survival, making their condition worse and traumatized. As the head in a patriarchal family, income of the head is
more prominent for the livelihood of other members, especially for their children. This is the marking point of
unresolved dependencies continuing the poverty over generations (Whyte, 2020; Graham et.al, 2013).
“Children of poor PwD are not getting any guidance as such...children of PwD can avail free seats in educational institutions
but are not provided. ..Once born poor has to die poor”

Adding to the difficulty of financial dependency of PwLD, it is to be noted that they face structural inequalities in
terms of infrastructural disparities, systemic error, and prolonging discriminatory practices that fosters their process
of becoming ‘alienated themselves’” from comprehensive society(Qiu et.al, 2022; Rohwerder, 2015;
Maroto&Pettinicchio, 2014; Barnes, 2012). The structural inequalities as seen by respondents were as in not providing
a seat in public transport or standing in a queue or not having disability friendly infrastructure, and commoners
failing to recognize and treat with dignity. Again, it continues in getting a disability certificate which is either
improperly assessed or received only through bribe as the case may be. This pose a problem as the facilities and
benefits received through the certificate is misused or not properly disposed to deserving individuals.
“...use assessment of disability percentage to deny a seat for PwD through bribery...remove the wheels and sell illegally...need
to enquire whether a person is able to drive or not...”

Above mentioned pose a threat to the PwLD, by not stopping with them, and leading to the cyclical process moving
further to the next generation as their life-chances has been restricted through structural inequalities. Thereby, the
dependents on PwLD suffer as well with limited life conditions of PwLD (Schiariti, 2020). Altogether, the
combination of socio-economic determinants and structural inequalities enable one into chained causes of poverty,
such as social restraints, social alienation, and false consciousness, unfaithful relationship, all of which produce social
poverty (Schiariti, 2020; Goshal, 2018; Banks et.al,, 2017).

Theme - II: Social Poverty

Social poverty is commonly identified as lack of adequate, trustworthy, high-quality relationships to fulfil one's
socio-emotional and socio-economicprerequisites. Social poverty among PwLD entails social alienation, social
restrain and false consciousness of their social participation (Halpern-meekin, 2020; Palmer, 2011). Being physically
restricted, in the first place makes the PwLD feel cut off from family, friends, and the wider society and thus
contributes to a feeling of social alienation.To worsen the scenario, there are instances in which PWLD face social
stigma caused by false consciousness that prevail in the cultural context such as

.. it is bad omen to face a lame person while going out..., simply put we are called waste of money... in my community I am
respected because of my government job...people are concerned only about their situation and not a