
Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73269 
 

   
 
 

 

Application of MCDM using PROMETHEE II Techniques in the Case of 
Fertilizer Selection for Agriculture 
 
A.Rajkumar1 ,  A.Ezhilarasi2* and  J.Sharmila Jessie Ignatia2 

 

1Assistant Professor, PG and Research Department of Mathematics, Annai Vailankanni Arts and Science 
College, Thanjavur (Affiliated to Bharathidasan University, Tiruchirappalli), Tamil Nadu, India. 
2Research Scholar, PG and Research Department of Mathematics, Annai Vailankanni Arts and Science 
College, Thanjavur (Affiliated to Bharathidasan University, Tiruchirappalli), Tamil Nadu, India.  
 
Received: 13 Oct  2023                             Revised: 12 Jan 2024                                   Accepted: 25 Mar 2024 
 
*Address for Correspondence 
A.Ezhilarasi 
Research Scholar,  
PG and Research Department of Mathematics, 
Annai Vailankanni Arts and Science College, Thanjavur  
(Affiliated to Bharathidasan University, Tiruchirappalli),  
Tamil Nadu, India.  
Email: ezhilselvi99@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
If we want to make the best decision in a complex situation, MCDM is the way to go. This paper provides 
an overview of the use of MCDM in determining the best fertilizer selection. The Promethee method is a 
significant method for providing a brisk solution to problems. Data were gathered through in-person 
communication with decision makers and the use of a likert scale. In multicriteriaanalysis, the 
PROMETHEE method is a new class of outranking method. On a finite set of feasible actions, a partial 
preorder (PROMETHEE I) or a complete preorder (PROMETHEE II) can be obtained. 
 
Keywords: PROMETHEE II, MCDM, Fertilizer, Likert scale. 
 
INTRODUCTION 
 
Multi criteria decision making (MCDM) method is referred as a method used for scoring and ranking a finite number 
of alternatives. MCDM concern with evaluating and selecting alternatives that fit with the goals and necessity. 
PROMTHEE is one of the many MCDM methods that are listed in the literature, which includes many other MCDM 
techniques. Preference Ranking Organization Method for Enrichment Evaluation is referred to as the PROMETHEE. 
In comparison to many other MCDM methods, this ranking method is regarded as being straightforward in both 
idea and computation. The first PROMETHEE implementation was made by Bertrand Mareschal on the ULB 
mainframe computer in FORTRAN around 1984. It was very different from today's software. And it was very 
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difficult to adapt programs to different computers. The University of Split was a pioneer: they got a stack of punched 
cards and had the software running on their Vax system in a matter of days. Later the software was ported to the 
IBM PC. It was the basis for PromCalc. 
 
Fertilizers enhance the growth of plants. This goal is met in two ways, the traditional one being additive that provide 
nutrients. The second way that certain fertilisers work is to improve the soil's productivity by altering its water 
retention and aeration. Fertilizers are one of the major inputs of agriculture. The average fertilizer consumption (per 
hectare) was very meager amounting to 2kg in 1950.It increased to 128 kg in 2012-13 due to the development of 
technology. About 90% of fertilizers are applied as solids. The most widely used solids inorganic fertilizer are urea, 
Diammonium phosphate and potassium chloride. The three macronutrients are Nitrogen (N) –leaf growth, 
Phosphorus (P) - development of roots, flowers seeds, fruits and potassium (k) - strong stem growth, movement of 
water in plants, promotion of flowering and fruiting. The secondary macronutrients are calcium (Ca), magnesium 
(Mg) and sulfur(S) and the next one is micronutrients, like copper(Cu),iron(Fe), manganese(Mn), 
molybdenum(Mo),Zinc(Zn),Boron(B) of occasional significance  are silicon(Si) cobalt(Co),Vanadium(v). 
 

      Types of generalized criterion functions: 
 

Preference function value for various types of criterion 
functions  
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6. Gaussian criterion  
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Multicriteria preference index ߨ(ܽ,ܾ) a weighted average of the preference functions ௝ܲ(ܽ,ܾ) for the entire criterion is 
defined as: 
 
Algorithm: 
 Step1. Enter the no. of alternatives, criteria, payoff matrix, and weight of each criterion 
Step 2: Compute pair wise difference between values of alternative for each criterion (dj). 
Step 3: Compute preference function matrix for each criterion based on dj and type of chosen criterion function. 
Step 4: Compute the entering flow and leaving flow for each alternative. 
Step 5: Compute the net ф value for each alternative and corresponding rank. 
Step 6: Select the best suitable alternative having highest ф value. 
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METHODOLOGY 
 
Step 1: Normalize the evaluation matrix (Decision matrix) 

௜௝ݎ =
ൣܽ௜௝ −min൫ܽ௜௝൯൧

[max {ܽ௜௝ −min൫ܽ௜௝൯]
… … … … … (1)Beneϐicial 

௜௝ݎ =
ൣmax൫ܽ௜௝൯− ܽ௜௝൧

ൣmax൫ܽ௜௝൯ − min൫ܽ௜௝൯൧
… … … … (2)Non Beneϐicial 

 
Step 2: Calculation the preference function 
௝(௔,௕)݌ = ௔௝ݎ ݂݅ 0 ≤ → ௕௝ݎ  ௔ܵ)ܦ − ܵ௕) ≤ 0………… (3) 
௝(௔,௕)݌ = ൫ݎ௔௝ − ௔௝ݎ ௕௝൯݂݅ݎ > ௕௝ݎ → ௔ܵ)ܦ − ܵ௕) > 0 … … … …(4) 
 
Step 3: Calculate aggregated preference aggregated preference function  П(࢈,ࢇ) 
                           = ∑ ∑/(ܾ,ܽ)݆݌݆ݓ ௡݆ݓ

௝ୀଵ
௡
௝ୀଵ ………… (5) 

Sum of the weight is 1 (unity) 
 
 
Step 4: Calculate the entering flow and leaving flow for ath alternative ф+ 

Leaving (positive) Flow 
= 1

ݏ − 1 ൗ ∑ ,ܽ)ߨ ܾ)(ܽ ≠ ܾ)௦
௕ୀଵ ………… (6) 

Entering (Outranking) Flow 
                                = 1

ݏ − 1ൗ ∑ ,ܽ)ߨ ܾ)௠
௕ୀଵ       (ܽ ≠ ܾ) ………… (7) 

 
Step 5: Calculate Net Flow 
ф(݅) = фା(݅)− фି (݅) ………… (8) 
 
NUMERICAL EXAMPLE: 
The results of the tests in evaluating fertilizer selection for cultivation show that the PROMETHEE Based on 
analytical evidence, the approach will aid in determining land potential. The first step is to define the alternatives as 
well as the parameters that will be used. 
Here are the five crop production criteria and four alternatives. In this case, alternative indicates the amount of 
fertilizer in kilograms, and criteria indicate the five types of crops. Once alternate principles and parameters have 
been defined, the next step is to classify them based on each criterion's dominance. The meaning of the current path 
is then calculated using the outflow value outline to achieve a better or alternate rating. 
 
As shown in Table 3, Alternative 3 has the highest rating in the assessment table of fertilizer production using the 
PROMETHEE method, indicating that the measure is the most significant alternative in evaluating the suitability of 
fertilizer selection. 
 
RESULT AND DISCUSSION 
 
The PROMETHEE rankings 
There are two PROMETHEE rankings that are computed: 
 The PROMETHEE I Partial ranking is based on the computation of two preference flows(Phi+ and Phi-).It 

allows for incomparability between actions when both Phi+ and Phi- preference flows give conflicting rankings. 
 The PROMETHEE II complete ranking is based on the net preference flow (Phi). 
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While the PROMETHEE II complete ranking is easier to explain it is also less informative as the differencesbetween 
Phi+ and Phi- scores are not visible anymore. Incomparability in the PROMETHEE I ranking isinteresting because it 
emphasizes actions that are difficult to compare and thus helps the decision-maker tofocus on these difficult cases. 
 
PROMETHEE Diamond  
The PROMETHEE Diamond is an alternative two dimensional joint representatio of both PROMETHEE I and II 
rankings.The square corresponds to the (Phi+, Phi-) plane where each action is represented by a point. The plane 
isangled 45° so that the vertical dimension gives the Phi net flow. Phi+ scores increase from the left to the topcorner 
and Phi- scores increase from the left to the bottom corner. 
For each action, a cone is drawn from the action position in the plane. 
 
PROMETHEE Network 
In the PROMETHEE Network display each action is represented as a node and preferences are represented by 
arrows. The nodes are located in relative positions corresponding to the PROMETHEE Diamond so that the 
proximities between flow values appear clearly. 

 
PROMETHEE II rainbow 
For each action a bar is drawn. The different slices of each bar are colored according to the criteria. Eachslice is 
proportional to the contribution of one criterion (flow value times the weight of the criterion) to the Phi net flow 
score of the action. Positive (upward) slices correspond to good features while negative (downward) slices 
correspond to weaknesses. This way, the balance between positive and negative slices is equal to the Phi score. 
Actions are ranked from left to right according to the PROMETHEE II Complete Ranking. 
 
PROMETHEE GAIA 
The GAIA plane is a descriptive complement to the PROMETHEE rankings. 
 
WALKING WEIGHTS 
The Walking Weights window allows you to change the weights of the criteria and see the impact on the Visual 
PROMETHEE analysis. 
 
CONCLUSION 
 
Fertilizer selection is one of the necessary parts of agriculture, and this article gives the conclusion of the best 
fertilizer for your field and crop production.In this case, we select the four types of fertilizer for five crops, and 
among them, we select the one that is best for each crop using this PROMETHEE method. This paper assumes that 
one of the most important aspects of agriculture is fertilizer selection, and in this study, we examine the four types of 
fertilizer to determine which is best for agricultural purposes. Finally, using the Prometheus II method, we can see 
that the manure has the highest rank.In this paper, the author explores the use of Extended PROMETHEE II method 
in solving the problem of determining the best fertilizer and generates more efficient decisions. 
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Table 1: criteria and alternatives for fertilizer selection 
Alternative/Criteria Pulses(C1) Gingelly (C2) Groundnut(C3) Paddy(C4) Sugarcane(C5) 
Nitrogen(A1) 78 86 73 70 77 
Phosphorous(A2) 44 23 25 28 11 

Manure(A3) 16 47 27 24 36 
Potassium(A4) 90 89 94 88 92 

 
Table 2: Value range of min and max value of criteria 

Alternative/Criteria Pulses(C1) Gingelly (C2) Groundnut(C3) Paddy(C4) Sugarcane(C5) 
Nitrogen(A1) 78 86 73 70 77 
Phosphorous(A2) 44 23 25 28 11 

Manure(A3) 16 47 27 24 36 
Potassium(A4) 90 89 94 88 92 
Max 90 89 94 88 92 
Min 16 23 25 28 11 
Max-min 74 66 69 60 81 

 
Table 3: PROMETHEE Flow Table 
Alternative Phi Phi+ Phi- Rank 
Alternative 3 0,6295 0,7233 0,0939 1 
Alternative 2 0,4772 0,6472 0,1700 2 
Alternative 1 -0,3550 0,1983 0,5533 3 
Alternative 4 -0,7517 0,0000 0,7517 4 
 
 

  
Fig 1:PROMETHEE I Partial ranking Fig 2:PROMETHEE II complete ranking 
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Fig 3:PROMETHEE diamond Fig 4:PROMETHEE Network 

  
Fig 5:PROMETHEE Rainbow Fig 6:PROMETHEE GAIA 

 
Fig 7:Walking Weights 

 
 
 
 
 
 
 

Rajkumar et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73276 
 

   
 
 

 

Separation and Higher Separation Axioms in Topological Bispace 
 
K.Karpagam1*, G.Ramesh2 and N. Anbarasi3 

 
1Research Scholar, Department of Mathematics, Government Arts College (Autonomous), 
Kumbakonam, (Affiliated to Bharathidasan University) Tiruchirappalli, Tamil Nadu, India. 
2Associate Professor, Department of Mathematics, Government Arts College (Autonomous),  
Kumbakonam, (Affiliated to Bharathidasan University) Tiruchirappalli, Tamil Nadu, India. 
3Assistant Professor, Department of Mathematics, Agurchand Manmull Jain college, Meenambakkam, 
(Affiliated to University of Madras) Chennai, Tamil Nadu, India. 
 
Received: 24 Dec 2023                             Revised: 09 Jan 2024                                   Accepted: 10 Apr 2024 
 
*Address for Correspondence 
K.Karpagam 

Research Scholar,  
Department of Mathematics,  
Government Arts College (Autonomous), Kumbakonam,  
(Affiliated to Bharathidasan University)  
Tiruchirappalli, Tamil Nadu, India. 
Email: karpagamjagan06@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
In this paper, we introduce and study some new lower separation axioms and higher separation axioms 
in topological bispace. 
 
AMS Subject Classification: 54C08, 54E35, 15A18, 54D15. 
Keywords: Topological bispace, hausdroff and locally hausdroffbispace, regular, locally regular and 
normal bispace. 
 
INTRODUCTION 
 
Topology is an important branch of mathematics. Separation axioms in topology are among the most beautiful and 
interesting concepts. Various generalization of separation axioms have been studied for generalized topological 
spaces. Several forms of higher separation axioms exist in the topology literature in which closed sets generalized 
closed sets are separated by open sets. These forms of generalized open sets such as semi-open sets, alpha-open sets, 
pre-open sets etc. have been introduced and utilized to study general topology in the past. It is evident from Smyth 
(1995) that topological structures that are more general than the usual topology are worthy of study because they can 
provide a suitable framework for various approaches to digital topology. Cech(1966) introduced cech closure 
operator which are obtaine from the kuratowski ones by omitting the requirement of idempotency. 
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In this paper, we introduced some new higher separation axioms including normal bispaces and it is observed that 
this class of space is independent of the class of normal topological bispace. Throught the present paper K-normal 
space contains the class of normal bispaces which is independent of normality. 
 
Preliminaries 
As the preliminary information, which is necessary to study [6], [7] , give some definitions. 
 
Definition 2.1 
[8] A topology [5] on a biset  ܺ஻is a collection τ of subsets of a bisetܣ஻ ℎܽݐ ݃݊݅ݒℎ݁ ݂ݏ݁݅ݐݎ݁݌݋ݎ݌ ݃݊݅ݓ݋݈݈݋   
i. ∅ ܽ݊݀ ܺ஻ are in τ  ݐℎܽݏ݅ ݐ ∅ ܽ݊݀   ଵܺ  are in τ and ∅ ܽ݊݀ ܺଶ are in τ. 

ii. The union of the elements of any sub collection of each components of τ is in τ. 
iii. The intersection of the elements of any finite sub collection of each components of τ is in τ. 
 
Example 2.2 
Let ܺ஻ =   ܺଵ ∪ ܺଶ = {ܽ,ܾ}∪ {2,3} 
Let τ = {{∅, {a}, {a} ∪ {2,3}, {ܾ} ∪ {2,3}, {ܺ஻}} 
Then τ satisfies the following properties  
i. ∅ ܽ݊݀ ܺ஻  are in τ ݐℎܽݏ݅ ݐ ∅ ܽ݊݀   ଵܺ are in τ and ∅ ܽ݊݀ ܺଶ are in τ. 

ii. The union of the elements of any sub collection of each components of τ is in τ. 
iii. The intersection of the elements of any finite sub collection of each components of τ is in τ. 

Hence (ܺ஻, τ) is topological bispace. 
 
Definition 2.3 [8] A bisetܺ஻ for which a topology τ is called a topological bispace and it is denoted by (ܺ஻ , τ). 
 
Definition 2.4 [8]Let ܺ஻ = ଵܺ ∪ ܺଶ is a biset. A basis for a topology onbispaceܺ஻ is a collection of subbisets of ܤ஻of 
ܺ஻such that, 

i. for each ݔଵ ∈ ܺଵandݔଶ ∈ ܺଶthere is atleast one basis element in the components ܤଵcontaining ݔଵand in the 
components ܤଶcontaining ݔଶ. 

ii. if  ݔଵ belongs to the intersection of two basis elements ܤଵଵand ܤଵଶ and ݔଶ belongs tothe intersection of two basis 
elements ܤଶଵand ܤଶଶ then there exits basis elements ܤଵଷ and ܤଶଷcontaining ݔଵand  ݔଶrespectively such that 
ଵଷܤ ⊂ ଶଷܤଵଶandܤ⋂ଵଵܤ ⊂  ଶଶܤ⋂ଶଵܤ

Definition 2.5[8] A subset of  ܷ஻of ܺ஻is said to be to open biset in ܺ஻ [ that is, to be an element of τ] if for each 
஻ݔ  ∈  ܷ஻,there is a basis elements  ݔ஻ ∈  ܷ஻such that  ݔ஻ ∈ ஻ܤ  ஻andܤ ∈  ܷ஻ . 
 
Definition 2.6 [8] A subbisets ܣ஻of a topological bispaceτ,the interior of  ܣ஻is defined as the union of all open Bisets 
contained in  ܣ஻ . 
The interior of  ܣ஻is denoted by ܣݐ݊ܫ஻or  ܣݎ஻andthe closure of ܣ஻ is denoted ܣ݈ܥ஻ or̅ܣ஻. 
 Obviously,  ܣ஻ is an open biset and ̅ܣ஻ is a closed biset. 
 Furthermore, ܣݐ݊ܫ஻ ⊂ ஻ܣ  ⊂ ଵܣݐ݊ܫ ஻which implies thatܣ̅ ⊂ ଵܣ  ⊂ ଶܣݐ݊ܫଵandܣ̅ ⊂ ଶܣ  ⊂  .ଶܣ̅
 If  ܣ஻open biset which implies that  ܣ஻ = ஻ܣ ஻is closedbiset which thatܣ  ஻ while ifܣݐ݊ܫ = ஻ܣ̅ .pair  
 
Definition 2.7 [8] let ܺ஻ be a subspace of topological bispaceτ. Then ݔ஻ =  ଶis a limit point of ܺ஻if everyݔ ⋃ଵݔ
neighbourhood of  ݔଵintersects  ܺଵ in some parts other than  ݔଵand every neighbourhood of  ݔଶintersects  ܺଶin some 
points other  ݔଶ. 
 
Definition 2.8 [8] A Topological bispaceܺ஻ is called hausdroff bispace if for each pair ݔଵଵ ,ݔଵଶof distinct points of  ଵܺ, 
there exists neighbourhoods ଵܷ

ଵ and ଵܷ
ଶof ݔଵଵand  ݔଵଶrespectively, that are disjoint, and for each ݔଶଵ ,ݔଶଶof distinct points 

of  ܺଶ, there exists neighbourhoodsܷଶଵ and ଶܷ
ଶof ݔଶଵand  ݔଶଶrespectively, that are disjoint. 

Definition 2.9 A Topological bispace is said to be locally hausdroff if every pair ofpoint has an open bi se 
tneighbourhood, that is a hausdroff bispace. 
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Definition 2.10 A topological bispace is said to be regular bispace if given a closedbisetࣝℬ in the topological bispace 
and a pair of point ܽ ஻  ∉ ࣝℬ, there are open bisets ܷ஻ଵand ܷ஻ଶsuch that ࣝℬ ⊆ ܷ஻ଵ,ܽ஻ ∈ ܷ஻ଶand ܷ஻ଵ ∩ ܷ஻ଶ = ∅. 
Definition 2.11 A Topological bispace is said to be locally regular if every pair of point has an open neighbourhood 
that is a regular bispace in the subbispace topology. 
 
Definition 2.12 A Topological bispace is said to be normal if given pair of two disjoint closed bisets in it, there are 
disjoint open bisets containing the closed bisets.  
 That, is a topological bispaceܺ஻ is normal if whenever ݑ஻ and ݒ஻ are closed bisets in ܺ஻with no intersection, 
there are open bisets ܷ஻and ܸ ஻with ݑ஻ ⊆ ܷ஻ and ݒ஻ ⊆ ஻ܸ  and ܷ ஻ ∩ ஻ܸis empty. 
 
Separation Axioms  
 
In this section separation axioms are developed and also investigated some of theirtheorems. 

i. ( ଴ܶ)bispace: 
A bispaceܺ஻is a ଴ܶbispaceiff it satisfies the ଴ܶaxioms, that is, for ܽ஻ ,ܾ஻ ∈ ܺ஻such thatܽ஻ ≠ ܾ஻ there is an open 

bisetܷ஻ ⊆ ܺ஻so that ܷ஻contains one of ܽ஻ and ܾ஻ but not the other. 
In the otherword, a topological bispaceܺ஻ is called ଴ܶ if given any two pair of points ܽ஻ and ܾ஻  there is either an open 

biset containing ܽ஻  but not ܾ஻, or an open biset containing ܾ஻ but not ܽ஻ . 
ii. ଵܶbispace: 

A bispaceܺ஻is a ଵܶbispace or frechetiff it satisfies the ଵܶaxioms, that is, for ݔ஻ ,ݕ஻ ∈ ܺ஻such thatݔ஻ ≠  ஻ there is anݕ
open bisetܷ஻ ⊆ ܺ஻so that ݔ஻ ∈ ܺ஻but ݕ஻ ∉ ܷ஻ . 

Note: Every ଵܶ is bispace ଴ܶ. 
iii. ଶܶbispace : 

A bispaceܺ஻is a ଶܶbispace or hausdroff spaceiff it satisfies the ଶܶaxioms, that is, for ݔ஻ ,ݕ஻ ∈ ܺ஻such thatݔ஻ ≠
,஻ there is an open bisetܷ஻ݕ ஻ܸ ⊂ ܺ஻so thatݔ஻ ∈ ܷ஻ ஻ݕ,  ∈ ஻ܸ and ܷ஻⋂ ஻ܸ = ∅. 

Note: Every ଶܶbispace is ଵܶ . 
iv. ଷܶbispace : 

A bispaceܺ஻is regular iff for each ݔ஻ ∈ ܺ஻ and each closed biset ܿℬ ⊂ ܺ஻such thatݔ஻ ∉ ܿℬ there is an open 
bisetܷ஻ , ஻ܸ ⊂ ܺ஻so thatݔ஻ ∈ ܷ஻ ,ܿℬ  ⊂ ஻ܸ and ܷ஻⋂ ஻ܸ = ∅. 

Note: A regular ଵܶbispace is called ଷܶbispace. 
Every ଷܶbispace is ଶܶ . 

v. ସܶbispace : 
A bispaceܺ஻is normal iff for each pair ܣ஻,ܤ஻of disjoint closed subbisets of ܺ஻ ,there is a pair ܷ஻, ஻ܸof disjoints open 

subbisets of ܺ஻so that ܣ஻ ⊂ ܷ஻,ܤ஻ ⊂ ஻ܸ and ܷ஻⋂ ஻ܸ = ∅. 
Note: A normal ଵܶbispace is called ସܶbispace. 
 
Theorem 3.1 The intersection of finite collection of open biset is open. 
Proof: Let (ܺ஻ ,߬)be a topological bispace and (ܺ஻ଵ ,ܺ஻ଶ, … . ,ܺ஻௡)be open bisets of (ܺ஻, ߬). 
 then,∪ܺ஻௜ is also open bisets of (ܺ஻, ߬).that is, the intersection of any two elements of ߬ is an elements of ߬ and ܺ஻is 
itself an elements of ߬. 
Hence the intersection of any finite collection of open bisets is open. 
 
Theorem 3.2 Prove that a product of two hausdroffbispace is hausdroff. 
 
Proof: let ܺ஻and ஻ܻ be two hausdroff bispaces. 
To prove that ܺ஻ܺ ஻ܻis a hausdroff. 
Since, (ܽ஻ଵ ,ܾ஻ଵ)and (ܽ஻ଶ ,ܾ஻ଶ)be a pair of points, that are distinct. 
That is, ܽ஻ଵ  ≠ ܽ஻ଶor ܾ ஻

ଵ ≠ ܾ஻ଶ . 
If ܽ஻ଵ  ≠ ܽ஻ଶ ,we first separateܽ஻ଵand ܽ஻ଶinܺ஻. That is, let disjoint open bisets in ܺ஻; ܷ஻ଵcontainingܽ஻ଵandܷ஻ଶcontainingܽ஻ଶ . 
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Clearlyܷ஻ଵܺ ஻ܻ and ܷ஻ଶܺ ஻ܻ are disjoint open bisets containing (ܽ஻ଵ ,ܾ஻ଵ)and (ܽ஻ଶ ,ܾ஻ଶ)respectively. Hence ܽ஻ଵ  ≠ ܽ஻ଶis 
succeeded. 
If ܾ஻ଵ  ≠ ܾ஻ଶ, we separateܾ஻ଵand ܾ஻ଶin ஻ܻand disjoints open bisets ஻ܸ

ଵand ஻ܸ
ଶ. 

Then ஻ܻܺ ஻ܸ
ଵand ஻ܻܺ ஻ܸ

ଶare disjoint open bisets containingܽ஻ଵ ,ܾ஻ଵandܽ஻ଶ  , ܾ஻ଶ .  
Hence ܺ஻ܺ ஻ܻis hausdroffbispaces. 
 
Theorem 3.3: Every subbispaceܧ஻ of a hausdorff bispace ܺ஻ is a hausdorff bispace. 
 
Proof: Let ܽ஻,ܾ஻ be any two distinct pair of points in ܧ஻. 
Since ܺ஻ is Hausdorff bispace, there exists open bisets ܷ஻ in ܺ஻ such that ܽ ஻ ∈ ܷ஻ ,ܾ஻ ∈ ஻ܸ and ܷ஻ ∩ ஻ܸ = ∅. 
Let ܷ஻∗ = ஻ܧ ∩ ܷ஻ and ஻ܸ

∗ = ஻ܧ ∩ ஻ܸ. 
Then ܷ஻∗ and ஻ܸ

∗ are open bisets of the subbispace ܧ஻. 
Since ܽ஻ ∈ ܷ஻∗ ,ܾ஻ ∈ ஻ܸ

∗ and ܷ஻∗ ∩ ஻ܸ
∗ = ∅, it follows that ܧ஻is aHausdorff bispace. 

 
Theorem 3.4: The topological sum ܺ஻ of any pair of disjoint collection ൛ܺ஻

ఓ\ߤ ∈  ൟ of hausdorff bispace is a hausdorffܯ
bispace. 
 
Proof:  Let ܽ஻ ,ܾ஻ be any two distinct points in ܺ஻. Then there exists ߤ, ∋ ߛ such that ܽ஻ ܯ ∈ ܺ஻

ఓ and ܾ஻ ∈ ܺ஻
ఊ.  If ≠  , ߛ

then take ܷ஻ = ܺ஻
ఓ and ஻ܸ = ܺ஻

ఊ. 
If ߤ = then ܽ஻ and ܾ஻ are two distinct pair of points in a hausdorff bispace ܺ஻ ,ߛ

ఓ and hence there are open bisets ܷ஻ 
and ஻ܸ in ܺ஻

ఓ such that ܽ஻ ∈ ܷ஻,ܾ஻ ∈ ஻ܸ and ܷ஻ ∩ ஻ܸ = ∅. 
In both cases ܷ஻ and ܸ ஻ are open bisets of the topological sum ܺ஻. This implies that ܺ஻ is ahausdorff bispace. 
 
Theorem 3.5: Every regular Frechetbispace is a hausdorffbispace. 
Proof: Let ܺ஻ be a regular Frechet bispace and ܽ஻,ܾ஻ be any two distinct points in ܺ ஻. 
 Since ܺ஻ is a Frechet bispace, ܺ஻\ܾ஻ is an open bisets of ܺ஻. From the regularity of ܺ஻ at the point ܽ஻, there 
follows the existence of a closed biset neighbourhood ஻ܰ of ܽ஻ with ஻ܰ ⊂ ܺ஻\ܾ஻. 
Let ܷ஻ = ) ݐ݊ܫ ஻ܰ), ஻ܸ = ܺ஻\ ஻ܰ. Then ܷ஻ and ஻ܸ are open bisets ܺ஻ such that ܽ஻ ∈ ܷ஻ ,ܾ஻ ∈ ஻ܸ and ܷ஻ ∩ ஻ܸ = ∅. 
 
HIGHER SEPARATION AXIOMS 
 
Definition 4.1: A topological bispaceܺ஻ is ܭ-normal if whenever ݑ஻ and ݒ஻ are disjoint canonical closed subbisets of 
ܺ஻ there exists disjoint open subbisets of ܺ஻, ܷ஻ and ஻ܸ, such that  ݑ஻ ⊂ ܷ஻ and ݒ஻ ⊂ ஻ܸ. That is, a topological bispace 
is said to be ܭ-normal if given pair of two disjoint closed bisets in it, there are disjoint open bisets containing the 
closed bisets. 
 
Definition 4.2: A topological bispaceܺ஻ is said to be strongly normal bispace if every pair of disjoint pre closed biset 
can be separated by disjoint open bisets. 
 
Definition 4.3: A topological bispaceܺ஻ is said to be weakly normal bispace if every pair of disjoint closed biset 
whose interior is non-empty can be separated by disjoint open biset. 
 
Remark 4.4:  A bispaceܺ஻ is completely normal bispace if every pair of separated biset can be separated by disjoint 
open biset and a bispace ܺ஻ is ܭ-normal bispace if every pair of disjoint regularly closed biset can be separated by 
disjoint open biset. 
 
Lemma 4.5:  A topological bispaceܺ஻ is normal bispace iff for every closed biset ܨ஻ contained in a open biset ܷ஻ there 
exists an open biset ஻ܸ such that ܨ஻ ⊂ ஻ܸ ⊂ തܸ஻ ⊂ ܷ஻. 
Proof: Assume that ܺ஻ is normal bispace. 
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To prove that for every closed bisetܨ஻ contained in an open biset ܷ஻ there exists an open biset ஻ܸ such that ܨ஻ ⊂ ஻ܸ ⊂
തܸ஻ ⊂ ܷ஻. We have every pair of components of disjoint closed biset can be separated by disjoint open biset. Since 
every regularly closed biset is closed biset ܨ஻ ⊂ ஻ܸ ⊂ തܸ஻ ⊂ ܷ஻. 
Conversely, let ܨ஻ contained in a open biset    such that every pair of components of disjoint closed biset can be 
separated by disjoint open biset. Hence    is normal bispace. 
 
Lemma 4.6: A topological bispace   is strongly normal bispace iff for every pre closed biset    contained in a pre-open 
biset    there exists an open biset    such that ܨ஻ ⊆ ஻ܸ ⊆ തܸ஻ ⊆ ܷ஻. 
 
Proof:  Let ܨ஻ be pre-closed biset in ܺ஻ and ܷ஻ be a pre-open biset containing ܨ஻. 
Then ܨ஻ and ܺ஻ − ܷ஻ are disjoint pre-closed biset in ܺ஻ and so by strong normality bispace of ܺ஻, there exist two 
disjoint open bisets ஻ܸ and ஻ܹ such tat ܨ஻ ⊆ ஻ܸ and ܺ஻ −ܷ஻ ⊆ ஻ܹ. Now ஻ܸ ∩ ஻ܹ = ∅.  
Thus, ܨ஻ ⊆ ஻ܸ ⊆ ܺ஻ − ஻ܹ ⊆ ܷ஻ which implies ܨ஻ ⊆ ஻ܸ ⊆ തܸ஻ ⊆ ܷ஻. 
 Conversely, let ܨ஻ and ܪ஻ be two disjoint pre-closed bisets in ܺ஻. Since ܺ஻ −  ஻ is pre-open in ܺ஻ andܪ
஻ܨ ⊆ ܺ஻ ஻ܪ− = ܷ஻, by hypothesis there exists an open biset ஻ܹ

ᇱ such that ܨ஻ ⊆ ஻ܹ
ᇱ ⊆ ഥܹ஻ᇱ ⊆ ܷ஻. Here ஻ܹ

ᇱ  and ܺ஻ − ഥܹ஻ᇱ  
are two disjoint open bisets in ܺ஻ containing ܨ஻ and ܪ஻ respectively. Thus the bispace is strongly normal bispace. 
 
Lemma 4.7: A topological bispaceܺ஻ is weakly normal bispace iff for every closed biset ܨ஻ with a non-empty interior 
contained in an open biset ܷ஻ satisfying ഥܷ஻ ≠ ܺ஻, there exists an open biset ஻ܸ such that ܨ஻ ⊆ ஻ܸ ⊆ തܸ஻ ⊆ ܷ஻. 
 
Proof:  Let ܺ஻ be a weakly normal bispace and ܨ஻ be a closed biset with in ܨ஻ ≠ ∅ and ܷ஻ be an open biset 
containing ܨ஻ satisfying ഥܷ஻ ≠ ܺ஻. 
 Here ܨ஻ and ܪ஻ = ܺ஻ −ܷ஻  are two disjoint closed bisets whose interiors are non-empty. Since ܺ஻ − ഥܷ஻ ⊆
ܺ஻ − ܷ஻ =  ஻. Similar way, by weakly normality bispace of ܺ஻ there exists two disjoint open bisects ஻ܸ and ஻ܹ suchܪ
that ܨ஻ ⊆ ஻ܸ and ܺ஻ −ܷ஻ ⊆ ஻ܹ. 
 Now ܸ ஻ ∩ ஻ܹ = ∅. Thus, ܨ஻ ⊆ ஻ܸ ⊆ ܺ஻ − ஻ܹ ⊆ ܷ஻ which implies ܨ஻ ⊆ ஻ܸ ⊆ തܸ஻ ⊆ ܷ஻. 
 Conversely, assume that every closed bisetܨ஻ with a non-empty interior contained in an open biset ܷ஻ 
satisfying ഥܷ஻ ≠ ܺ஻, there exists an open biset ஻ܸ such that, ܨ஻ ⊆ ஻ܸ ⊆ തܸ஻ ⊆ ܷ஻. Since ܷ஻ be an open biset containing 
஻ satisfying ഥܷ஻ܨ ≠ ܺ஻. 
 Here ܨ஻ and ܪ஻ are two disjoint closed bisets whose interior are non-empty and ܨ஻ ⊆ ஻ܸ,ܪ஻ ⊆ ஻ܹ which 
implies ܺ஻ − ഥܷ஻ ⊆ ஻ܹ. Thus ஻ܸ ∩ ஻ܹ = ∅, so every pair of components of disjoint closed biset can be separated by 
disjoint open biset. Hence ܺ஻ is weakly normal bispace. 
 
CONCLUSION 
 
In the present work, we investigate more properties of separation and some new higher separation axioms including 
normal bispacܺ஻es and it is observed that this class of space is independent of the class of normal topological 
bispace. 
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Starch is one of the important energy sources for ruminant nutrition. Starch granule is arranged in 
concentric layers of crystalline and amorphous lamellae. Microbial and digestive enzymes are involved in 
starch digestion, generating products which can positively or negatively affect animal performance and 
health, depending on the starch contents of the diet. A number of factors affect starch digestibility, 
including granule size, amylose-amylopectin ratio, nature of     endosperm, presence of starch-lipid and 
starch-protein complexes, and physico-chemical processing of the feed. Ingestion of large amounts of 
starch can trigger ruminal acidosis. However, its rational use in the diet has positive effects on methane 
emissions, rumen papillae       development and in milk yield and composition. Development of rumen 
resistant starch which can bypass rumen can be adapted to counter the development of acidosis. 

Keywords: Starch structure, digestion, acidosis, rumen resistant starch. 
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INTRODUCTION 
  
Starch is a major energy-yielding component of cereal grains, which are important diet components used for 
intensive milk and beef production.. It is important to understand the structural characteristics of starch, its ruminal 
and post-ruminal digestion and the factors affecting its digestibility in order to improve performance and profit of 
livestock systems. Development of rumen resistant starch which bypass rumen can be adapted to counter the 
development of acidosis.A number of factors affect starch digestibility, including granule size, amylose/amylopectin 
ratio, proportion of farinaceous and vitreous endosperm, presence of starch-lipid and starch-protein complexes, and 
physical-chemical processing of the feed. Ingestion of large amounts of starch can trigger ruminal acidosis (Plaizier et 
al., 2009). However, its rational use in the diet has positive effects on methane emissions and in milk yield and 
composition. 
 

COMPOSITION AND STRUCTURE OF STARCH 
Starch is composed of two different glucan chains, amylose and amylopectin. Amylose is a linear polymer of a-D-
glucose molecules linked by α-1,4 glycosidic linkages. Amylopectin is a branched polymer of a-D-glucose units linked 
by α-1,4 & α-1,6 glycosidic bonds. These 2 molecules represent the 98-99% of dry weight of starch. They have the 
same basic structure but differ in their length and degree of branching, which ultimately affects their 
physicochemical properties. Amylose has a molecular weight of around 100 kDa, amylopectin has a much higher 
molecular weight in the order 104–106 kDa. They are are held together by hydrogen bonding in the starch granule. 
Starch granules are formed by concentrically growing layers alternating semi- crystalline and amorphous films. The 
semi-crystalline region is more abundant in amylopectin and is more impervious to enzymatic attack because of its 
resistance to entry of water. The amorphous region is rich in amylose and has lower density than the crystalline area, 
which facilitates water flow and enzyme attack; however, it is abundant in hydrogen bonds (Perez et al., 2009). 
 

RUMINAL AND POST-RUMINAL DIGESTION OF STARCH 
Although protozoa and fungi participate in ruminal digestive processes, the bulk of the fermentation is performed by 
ruminal bacteria. Several species of ruminal bacteria are able to digest starch. Amylolytic organisms are found in 
larger percentages of the total microbial population when rations high in starch are fed. Important species that have 
been enumerated in cattle fed high grain diets are Bacteroides amylophilus, Butyrivibrio fibrisolvens, Bacteroides ruminocola, 
Selenomona lactylitica, Streptococcus bovis, Prevotella ruminocola, Eubacterium ruminantium, Ruminobacter amylophilus, 
Ruminococcus bromii, Succinimonas amylolytica and Lactobacillus sp. The α-1-4 and α-1-6 endo and exoamylases 
produced by rumen microorganisms have the ability to hydrolyze amylose and amylopectin glycosidic linkages, 
releasing different oligosaccharides. 
 
 
The glucose produced from the hydrolysis of starch in the rumen is rarely detectable due to its rapid uptake and 
metabolism by the ruminal microorganisms. Pyruvate is subsequently produced as a result of glycolysis. Several 
chemical pathways are then available for the conversion of pyruvate to the volatile fatty acids (VFA) which can be 
absorbed by the cow from the rumen. It is the phosphorylation of ADP to ATP during the production of the VFAs 
which creates an energy supply for the microbes and allows microbial growth, provided an adequate supply of amino 
acids, ammonia and other minerals are present. Methane, carbon- dioxide and hydrogen are produced in addition to 
the VFA from the fermentation of starch. 
 
In ruminants, the site of starch digestion affects the substrates absorbed. Ruminal digestion generates volatile fatty 
acids (VFA) for absorption and provides energy for microbial protein synthesis (Huhtanen and Sveinbjörnsson, 2006) 
The post-ruminal process of starch degradation begins with pancreatic α-amylase secretion, which hydrolyzes 
amylose and amylopectin into dextrins and linear oligosaccharides with two to three glucose units. The process is 
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completed by the action of oligosaccharidases (maltase and iso-maltase) secreted in the intestinal membrane (Ortega 
and Mendoza, 2003). Digestion of starch in the small intestine digestion provides glucose for absorption. Increased 
starch digestion in the small intestine has suggested enhancing milk protein production, perhaps by sparing amino 
acids from being used for gluconeogenesis in the liver (Nocek and Tamminga,1991). The efficiency of energy 
utilization for absorbed glucose in the small intestine is assumed to be greater than for starch digested in the rumen 
(Owens et al., 1986) due to reduced methane and fermentation heat losses and higher efficiency of metabolizable 
energy (ME) utilization. 

 

FACTORS AFFECTING STARCH DIGESTIBILITY IN RUMINANTS 
Granule Size 
Size of the starch granule also may affect digestibility, as the relationship between surface area and starch volume, 
and thus contact between substrate and enzyme, decreases as size of the granule increases. This is a limiting factor in 
starch digestion because the relationship between starch volume and surface area, and thus substrate-enzyme 
contact, decreases as granule size increases (Svihus et al., 2005). Franco et al. (1992), separated starch granules from 
cassava and maize into different sizes and studied breakdown in the presence of amylase and amylo-glucosidase. 
 
Grain processing 
Grain processing using temperature, humidity and pressure facilitate binding of bacteria to starch granules, increasing 
its digestibility (Huntington et al., 2006). The grain processing methods can be broadly classified into dry and wet 
processing methods. Grinding, dry rolling, popping, extruding, pelleting, roasting, micronizing, dehulling etc. are 
the major dry processing methods whereas soaking, steam rolling, steam flaking, pressure cooking, exploding, 
reconstitution, ensiling at high moisture are the main wet processing methods used in feed processing units. All these 
processes aim to break grain barriers such as the pericarp and the protein-starch matrix, allowing access of 
microorganisms to starch granules. These processes also reduce the particle size, and increase surface area and 
microbial colonization (Giuberti et al., 2014). 
 
Starch-protein complex 
The proteinaceous matrix surrounding starch granules affects starch digestibility. Digestibility is negatively 
associated with the presence of prolamins. Prolamins are storage proteins that receive a different name for each 
cereal, namely zein (corn), kafirins (sorghum), gliadin (wheat), hordeins (barley), secalins (rice), and avenines (oats). 
Usually, wheat, oats, rice and barley have fewer prolamins than corn and sorghum (Giuberti et al., 2014). The 
proteins act as a barrier which reduce the surface accessibility of starch to enzyme and/or ruminal bacteria by 
blocking the absorption sites or by influencing enzyme binding. 
 

STARCH AND RUMINAL ACIDOSIS 
Starch fermentation increases volatile fatty acids (VFA) and lactate production, which can reduce ruminal pH and kill 
cellulolytic microorganisms, to decreased fiber digestibility and dry matter (DM) intake. Additionally, it can cause 
metabolic disorders such as acute and sub- acute ruminal acidosis, rumenitis, laminitis, liver abscesses and 
polioencephalomalacia (Plaizier et al., 2009). Plaizier et al. (2009) conducted SARA challenge in 8 lactating cows and 
found that the average rumen pH is declining during SARA induction and the average time of pH being less than 5.6 
had increased to 279 minutes. They also studied the level of lipopolysaccharide(LPS) in rumen as well plasma. It 
showed increase in the amount for both in case of SARA challenge. A continuous presence of a low amount of LPS in 
peripheral plasma of SARA induced cows could result in a metabolic endotoxemia that triggers a low-grade 
inflammation compared with acute disorders such as septicemia. The presence of lipopolysaccharide binding protein 
(LBP) in plasma also denote the translocation of rumen LPS into plasma and further. 
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RUMEN RESISTANT STARCH 
High-producing ruminants are fed high amounts of cereal grains, at the expense of dietary fiber, to meet their high 
energy demands. Grains consist mainly of starch, which is easily degraded in the rumen by microbial glycosidases, 
providing energy for rapid growth of rumen microbes and short-chain fatty acids (SCFA) as the main energy source for 
the host. Yet, low dietary fiber contents and the rapid accumulation of SCFA lead to rumen disorders in cattle. The 
processing of grains has become increasingly important to confer their starch resistances against rumen microbial 
glycosidases, hence generating ruminally resistant starch (RRS). In ruminants, unlike monogastric species, the 
strategy of enhancing resistant starch is useful, not only in lowering the amount of carbohydrate substrates available 
for digestion in the upper gut sections, but also in enhancing the net hepatic glucose supply, which can be utilized by 
the host more efficiently than the hepatic gluconeogenesis of SCFA (Deckardt et al.,2013) 
 
Different treatments are employed for the development of RRS. Sodium hydroxide, formaldehyde, ammonia were 
used earlier. They are not preferred now because they can cause health issues and treatments using them are very 
laborious (Dehghan-Banadaky et al., 2007). Lactic acid treatment and treatment of grains using organic acids are the 
latest chemical processing methods used for production of RRS. Gelatinization and cooling for an extended period of 
time is good physical processing method to improve resistant starch level in substrate. The study by Iqbal et al(2011) 
showed that unlike the control group, the ruminal pH value of the lactic acid-treatment group was above SARA 
values indicating a slower degradation of barley starch in the rumen because of the treatment with lactic acid. Milk 
fat and protein level also increased in cows fed with lactic acid barley grains. 
 

CONCLUSION 
 
Starch is the main energy component used in ruminants feed to modulate ruminal fermentation and promote sync 
with the nitrogen sources. More research is required to evaluate the effect of using one or more sources of starch —
with different degrees of degradability and processing— on protein use efficiency, milk yield and compositional 
quality. Studies should focus on addition levels and nutrient composition of the forage base according with the stage 
of lactation and energy requirements of the animal. Further studies regarding whether development of rumen 
resistant starch helps to mitigate acidosis in cattle are to be conducted. 
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In this paper, we introduced the concept of k- symmetric circulant and s-symmetric circulant 
Neutrosophic Fuzzy Matrices (NFM) as a generalization of symmetric circulant fuzzy Matrices. The basic 
concepts, theorems and properties of k-symmetric circulant Neutrosophic Fuzzy Matrix and s- symmetric 
circulant Neutrosophic Fuzzy Matrix are discussed with examples. 
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INTRODUCTION 
 
Academics in economics, sociology, medical science, industrial, atmosphere science and many other 
numerous fields agree with the vague, imprecise and infrequently lacking information of exhibiting 
inexact data. As a result, fuzzy set theory was introduced by L. A. Zadeh [14]. Then, the intuitionistic 
fuzzy sets was developed by K. A. Atanassov [1, 2]. Estimation of non-membership values is also not 
constantly possible for the identical reason as in case of membership values and so, there exists an 
indeterministic part upon which hesitation persists. As a result, Smarandache et al. [5, 11, 12] has 
introduced the concept of Neutrosophic Set (NS) which is a generalization of conventional sets, fuzzy set, 
intuitionistic fuzzy set etc. 
 
The problems concerning various types of hesitations cannot solved by the classical matrix theory. That 
type of problems are solved by using fuzzy matrix [4, 6, 7]. Fuzzy matrix deals with only membership 
values. These matrices cannot deal non membership values. Intuitionistic fuzzy matrices (IFMs) 
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introduced first time by Khan, Shyamal and Pal [8].  A square matrix A is Symmetric ifA=ATand k-
symmetric if A=KAKT[2,3,4,5,11]. Any matrix with entries in [0, 1] and matrix operator defined by fuzzy 
logical operators are called fuzzy matrix [1, 14]. In [10], Rajesh and et al. defined the concept of 
Symmetric, k-symmetric circulants-Symmetric in the year 2016. Throughout in this paper all matrices 
considered over a fuzzy algebra F with support [0, 1] under the concept of S-symmetric matrices k-
symmetric matrices was introduced in [1, 4]. In [9], Poongodi and et al. have presented the notation on 
regular neutrosophic fuzzy matrices. In this paper, k-symmetric circulant Neutrosophic Fuzzy Matrices 
and s-symmetric circulant Neutrosophic Fuzzy Matrices are discussed. 
 
Preliminaries 
In this section, some basic definitions and results needed are given. Let Nn denotes the set of all n×n Neutrosophic 
Fuzzy Matrices. 
 
Definition 2.1 
A fuzzy matrix(FM) of order mxn is defined as A=(aij), where aij�[0,1]. Let Fmn denote the set of all fuzzy matrices of 
order mxn. 
Definition 2.2 

A matrix A  Fn×n is said to be symmetric if A = AT. 
Definition 2.3 

Let A=(aij) and B=(bij) Fmn. We write A ≤ B if aij≤ bij for all i, j and we say that A is dominated by B (or) B dominates 
A. A and B are said to be comparable if either A ≤ B (or) B ≤ A 

For any AFnxn is a fuzzy circulant matrix then AT, AS are transpose, secondary transpose respectively. Let k be a 
fixed product of disjoint transposition in Sn and K be the permutation matrix associated with k, V is a permutation 
matrix with units in the secondary diagonal. Clearly K2= I, KT=K, V2=I, VT=V. 
 
Definition 2.4 
For any given a0, a1 ,…. an-1    F, Then the Fuzzy circulant matrix A=(aij)nxn is defined by (aij)= (aj-1(mod n)) 

 
 
Definition 2.5 
A matrix A Fnxn is circulant and it is said to be symmetric circulant fuzzy matrix if A =  AT  

For Example,  

Here A   Fnxn is circulant as well as A=AT. Hence A is symmetric circulant fuzzy matrix. 
Definition 2.6 

A matrix AF nxn is said to be k - symmetric circulant fuzzy matrix if A = KATK, where K   be the permutation 
associated with k. 

Example:  

Premalatha  and.Revathi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73289 
 

   
 
 

Here A Fnxn is circulant as well as A= KATK. Hence A is k- symmetric circulant fuzzy matrix. 
 
Definition 2.7 
An neutrosophic fuzzy matrix (NFM) A of order m × n is defined as A= [Xij, <aijμ, aijλ, aijν>]mxn, where aijμ, aijγ, aijν are 
called truth, indeterminacy and falsity of Xij in A, which maintaining the condition 0 ≤ aijμ + aijλ + aijν ≤ 3. For 
simplicity, we write A = [ Xij, aij] mxn  or simply [aij]mxn where aij = < aijμ, aijλ, aijν >. 
 
Lemma 2.8 
For A = [Aμ, Aγ , Aν] �Nmn and B = [Bμ, Bγ , Bν] �Nnp, the following hold. 
 
AT = [AμT, AγT, AνT] 
i. AB = [AμBμ, AγBγ, AνBν] 

k-Symmetric Circulant Neutrosophic Fuzzy Matrices. 
In this section, we define k-symmetric circulant Neutrosophic Fuzzy Matrices and the  basic concepts, theorems and 
properties of k-symmetric circulant NFMs is discussed. 

 

Definition 3.1 

A matrix ANnxn is said to be k - symmetric circulant NFM if A = KATK, where K be the permutation associated with 
k. 
 
Theorem 3.2 
If A and B are k-symmetric circulant NFMs then A+B is also k-symmetric circulant NFM. 
Proof: Since A and B are k- symmetric circulant NFMs, then A = KATK and B =KBTK 
To prove A+B is k - symmetric circulant NFM IVFM. A+B = KATK + KBTK 
A+B = K [AT+BT] K A+B = K [A+B] TK 
Hence A+B is also k-symmetric circulant NFM. 
 
Theorem 3.3 
If A and B are k-symmetric circulant NFMs then AB is also k-symmetric circulant NFM. 
Proof: Since A and B are k-symmetric circulant NFMs then     A = KATK and B =KBTK 
To prove AB is k - symmetric circulant NFM. AB=(KATK)(KBTK) 
= (KAT)K2(BTK) 
= KATBTK 
= K (BA) TK AB        
 = K (AB) T K 
Hence AB is also k-symmetric circulant NFM. 
 
Theorem 3.4 

Let A Nnxn be k-symmetric circulant NFM and K is the permutation matrix then KA is also k-symmetric circulant 
NFM. 
 
Proof: Since A and AT are k-symmetric circulant NFMs then,  A=KATK, AT=KAK 
To Prove KA is k - symmetric circulant NFM. 
KA= K(KATK) 
=KKTATK 
=K (AK)TK KA =K(KA)TK 
Hence KA is also k-symmetric circulant NFM. 
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Theorem 3.5 

Let A Nnxn be k-symmetric circulant NFM and K is the permutation matrix then AK is also k-Symmetric circulant 
NFM. 
 
Proof: Since A and AT are k-symmetric circulant NFMs then     A=KATK, AT=KAK 
To Prove AK is k - symmetric circulant NFM. 
AK = (KATK) K 
= KATKTK 
=K (KA)TK AK=K (AK) TK 
Hence AK is also k-symmetric circulant NFM. 

 

Theorem 3.6 

If A Nnxn be k-symmetric circulant NFM then AAT and ATA is also k-symmetric circulant NFM. 
Proof: Since A and AT are k - symmetric circulant NFMs then  A = KATK,  AT = KAK. 
To Prove AAT is k-symmetric circulant NFM 
AAT = (KATK) (KAK) 
= K (ATA) K AAT = K (AAT) TK 
Similarly we will prove ATA is also k - symmetric circulant NFM. 
 
Theorem 3.7 

If ANnxn be k - symmetric circulant NFM then A+AT is also k – symmetric circulant NFM. 
Proof: Since A and AT are k-symmetric circulant NFMs then,  A=KATK, AT=KAK. 
To Prove A+AT is k-symmetric circulant NFM 
A+AT = KATK+ KAK 
= K (AT+A) K A+AT = K(A+AT) TK 
Hence A+AT is also k-symmetric circulant NFM. 
 
Theorem 3.8 
If A and B are k-symmetric circulant NFMs then AB+BA is also k-symmetric circulant NFM. 
Proof: Given A and B are k - symmetric NFMs then A = KATK and B = KBTK 
To prove AB+BA is k-symmetric circulant NFM. AB+BA=(KATK)(KBTK) + (KBTK)(KATK) 
= (KAT)K2(BTK) + (KBT) K2(ATB) 
= K ATBT K + K BTAT K 
= K (BA)TK + K (AB)T K 
= K (AB+ BA)T K 
Hence AB+BA is also k-symmetric circulant NFM. 

 

Theorem 3.9 
Let A is k-symmetric circulant NFM and if α, β≥0 are scalar Fuzzy and α+β=1 then αA+βB is also k-symmetric 
circulant NFM. 
Proof: Since A and B are k-symmetric circulant NFM then A = KATK and B =KBTK 
To prove αA+βB = α KATK + β KBTK 

= K [α AT + β BT] K 

= K [α A + β B] TK 
Hence αA+βB is also k-symmetric circulant NFM. 
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Remarks: If α, β ≥ 0 and α+β= 1 with αA+βB are symmetric circulant NFM so the set of all symmetric circulant NFMs 
over the permutation k is a convex set. 
 
s – Symmetric Circulant Neutrosophic Fuzzy Matrices. 
In this section, we define s-symmetric circulant Neutrosophic Fuzzy Matrices and the basic  concepts, theorems and 
properties of s-symmetric circulant NFMs is discussed. 
 
Theorem 4.1 

A matrix ANnxn be s - symmetric circulant NFM then AT is also s - symmetric circulant NFM. 
Proof: Since A is s - symmetric circulant NFM then A=AS=VATV 
To prove AT is s - symmetric circulant NFM. A = AS 
AT = (VATV) T 
= V (AT) T V 
= V A V AT= VASV 
Hence AT is also s-symmetric circulant NFM. 
 
Theorem 4.2 
If A and B are s - symmetric circulant NFMs then (A+B) is also s - symmetric circulant NFM. 
 
Proof: Since A and B are s - symmetric circulant NFMs then A=AS=VATV and B=BS=VBTV 
To prove (A+B) is s - symmetric circulant NFM. (A+B)S                         
                           = (VATV +VBTV) S 
= V (AT) SV + V (BT) SV 
= V [(AS) T + (BS) T] V 
= V [AT+BT] V (A+B)S= V [A+B] TV = A+B 
Hence (A+B) is also s-symmetric circulant NFM. 
 
Theorem 4.3 
If A and B are s - symmetric circulant NFMs then (AB) is also s - symmetric circulant NFM. 

 

Proof: Since A and B are s - symmetric circulant NFMs then A=AS=VATV and B=BS=VBTV. 
To prove (AB) is s - symmetric circulant NFM. (AB)S = (VATV VBTV) S 
= [VAT V2BT V] S 
= [VAT BT V] S 
= [V (AB) T V] S 
= V [(AB) T] S V 
= V [(AB) S] T V 
= V (AB) T V 
Hence (AB) is also s-symmetric circulant NFM. 
 
Theorem 4.4 

A matrix ANnxn be s - symmetric circulant NFM and V is a permutation matrix with units in the secondary 
diagonal then VA and AV also s - symmetric circulant NFM. 
Proof: Since A is s - symmetric circulant NFM then A=AS=VATV 
To prove VA is s - symmetric circulant NFM. VA = VAS 
= V (VATV) 
= V AT V V 
= V AT VT V 
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= V (VA) T V 
Similarly we will prove AV is s - symmetric circulant NFM. 
 
Theorem 4.5 

If ANnxn be s - symmetric circulant NFM then AAT and AT A are also s - symmetric circulant  NFM. 
Proof: A matrix A is said to be s - symmetric circulant NFM then A=AS=VATV. 
Since AT is s - symmetric circulant NFM then A=AT=VAS V 
To prove AAT is s - symmetric circulant NFM,  
AAT = (AAT)S 
= (AT) S AS 
= (AS) T AS 
= (VATV) T (VATV) 
= (V (AT)TV)(VATV) 
= V AAT V 
= V (ATA) T VA 
AAT= (AAT) S = V (AAT) TV 
Similarly we will prove ATA = V (ATA)TV 
 
Theorem 4.6 

If ANnxn be s - symmetric circulant NFM then A+AT is also s - symmetric circulant 
NFM. 
Proof: A matrix A is said to be s - symmetric circulant neutrosophic fuzzy matrix then A=AS=VATV. 
To Prove A + AT = (A + AT) S 
= AS+ (AS) T 
= VATV + (VATV) T 
= VATV + V (AT) TV 
= VATV + VAV 

=V[AT + A]V 
= V[A+AT]V 
 
Theorem 4.7 
If A and B are s - symmetric circulant NFMs then AB + BA is also s - symmetric circulant NFM. 
Proof: A matrix A is said to be s - symmetric circulant NFMs then A=AS=VATV. 
To prove (AB+BA) S = [(VATV) (VBTV) + (VBTV) (VATV)] S 
= [V (ATBT) V+V (BTAT) V] S 
= [V (BA)TV+V (AB)TV] S 
= [V (BA)TV] S+ [V (AB)TV] S 
= V {[(BA) S] T + [(AB) S] T} V 
= V [(AB)T+ (BA)T] V 
= V (AB +BA)T V 
 
Theorem 4.8 
Let A is s-symmetric circulant NFM and if α, β ≥ 0 are scalar Fuzzy and α+β= 1 then αA+βB is also s-symmetric 
circulant NFM. 
Proof: Since A and B are s-symmetric circulant NFMs then A=AS= VATV and B=BS= VBTV 
To prove (αA+ βB)S = α (VATV) + β (VBTV) 
= V [α AT + β BT] V 
= V [α A + β B] T 
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To improve welding quality of aluminium alloy 3000 grade plate on tig welding system. Aluminium 
alloy is selected because of its unique properties of light weight and corrosion resistance, welding is 
performed for aluminium alloy plate by changing different welding parameter. Effect of gas flow, angle 
and welding current on welding joint has been investigated for the experiment, hardness value of the 
welded zone has been measured to understand the change in mechanical property and RSM is also used. 
Key word: Tig welding, Hardness, RSM 
 
Keywords: TIG, RSM, Optimization, Aluminium alloy 3000, Hardness. 
 
 
INTRODUCTION 
 
Welding is the process of joining two or more than two similar and dissimilar materials. Welding joint is formed 
when two materials are in molten state due to intense heat provided by external source. They are of many types, Gas 
welding, Resistance welding, Energy beam welding, Arc welding, Shielded metal arc welding, Gas metal arc 
welding, and Gas tungsten arc welding (TIG) etc., developed in different past decades. Welding has many 
applications in the sheet metal industry, aerospace industry, automobile industry and construction industry. So it is 
imperative to study the different properties like tensile strength, resistant to corrosion and porosity of the welded 
joint used in modern industries. Many researchers have studied the effect of different parameters like voltage, 
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current, speed, gas flow, arc gap and filler wire etc. on welded joint properties like strength of weld, porosity and 
hardness etc. For example ,Pradhan and Punyankanti(2019) investigated the effect of gas flow rate and welding 
current on the hardness and tensile strength on aluminium alloy 7075 sheet, size of 300 x 200 mm, thickness 6 mm. 
experimentally they inferred that in both cases higher gas flow and lower gas flow produces weaker welded 
joint[1].Mohan () adopted automated TIG welding by varying the current and speed of welding to investigate the 
hardness and tensile strength of welded joint. In first phase welding is accomplished on one face and in second 
phase welding is accomplished on another phase. He observed that tensile strength is enhanced by increasing the 
intensity of current. Further, he claimed that better result of welding is obtained with low speed.[2].Al 5052, is 
known for its nonmagnetic property, low ignition point and light weight, has many applications in sheet metal 
industry, heat exchanger and pressure vessel etc.   Sharma et al (2020) chosen Al 5052 specimen for welding with 
different varying input parameters, current, speed, root gap and gas flow, to predict the microstructure and strength 
of welded specimen. RSM is utilised to obtain the optimised results. They come with results speed and current both 
effect the weld strength [3].Ravinder et al used AI 5052 alloy, size 100 x 2.5 x 50 mm, with 4043 grade filler wire by 
varying welding speed and gas flow at constant voltage (20 volt) and constant current (210 ampere) for welding. 
 
 They opined that depth of penetration is linearly increase with the increase in welding speed until optimized values 
achieved (welding speed 147.78 and depth of penetration 2.02 mm) [4].Soni and Dwivedi performed experiment on 
aluminium sheet, size 120 x 50 x 3 mm, in the range of current 100 to 140 A, speed 3.5 to 4 mm/s, gas flow rate 8 to 10 
liter/min at constant 50 votl and weld centre tip distance 3 mm. They come upwith the conclusion that uniform 
welding of aluminium is possible when elasticity of the welded joint increases with the increase of current. They also 
assessed that toughness of the welded joint is almost same to base material when welding performed on both side 
[5].Gou and Wang performed TIG welding on aluminium alloy 5052 at varying current 100 to 120 A to investigate 
welded microstructure, tensile strength and corrosion resistance. They found that higher tensile strength 212.1 MPa, 
90.8% of the base metal, is obtained at 115 A current. It is observed that corrosion resistance is 168h when welding 
current is in between 100 to 110A [6]. Author performed pulsed tungsten inert gas welding (PTIGW) with varying 
pulsed current 100 to 300A and gas flow rate 7 and 15 litre/min on 6 mm thick aluminium plate. It is observed that 
maximum shear strength and refined grain structure is obtained at base current 200 A, pulse current 250 A and flow 
of gas 15 litre/min[7].27 experiments, TIG welding, were performed on steel structural plate of 8 mm thickness with a 
range of welding current 55-95 A, welding speed 15-45 mm/sec and arc length 2-3 mmwith three levels factor control 
to predict the shape profile characteristics and shape of heat affected zone (HAZ). A fuzzy logic model is built from 
27 experimental data to predict the response by changing the control factors [8].Raveendraet. al conducted 
experiment to determine how pulsed current affected the properties of GTAW weldments. Welding current of 80-83 
A and arc travel speed of 700-1230 mm/min. are used to weld 304 stainless steel of 3 mm thick.  
 
The non-pulsed current weldment has higher tensile strength. It was found that non pulsed current weldment has 
higher ultimate tensile strength and yield strength value than parent metal[9].SUS304L and SUS316L material is 
largely used for hydrogen storage super tank and storage tank. Welding is performed by varying the voltage 8 to 10 
volt, current 120 to 210 A and at constant welding speed of 80 mm/min. tensile strength and yield strength are 
measured after welding. It is observed that base material has long fatigue life as comparison to welded materials in 
low cycle fatigue case. The ratio of fatigue strength to tensile strength of the welded material range between 0.35 to 
0.7 and lesser than that of base materials in case of high cycle fatigue test [10].Kumar and sundarrajan conducted 
experiment on aluminium alloyAA5456 thickness 2014mm. They performed pulsed TIG welding with different 
range of parameters i.e. welding speed 210-230 mm/min., welding current 40-90 A. Taguchi method was used to 
optimize the parameters to obtain optimised responses. It is noted that mechanical properties are enhanced by 10 to 
15% after planishing that reduce the internal stress of the welded material [11].Wang used Al Alloys SA12, range of 
parameters are current 60 to 100 A and welding speed 800 to 1400 mm/sec and thickness of the work piece is 6 to 25 
mm for TIG welding. Residual distortion out of plane may be of three types bowling distortion, bukling and arch. 
Dynamic process and residual distortion out of plane are greatly influenced by welding heat input and thickness of 
plate [12].AA5052 H32 is well known for its high strength, corrosion resistance and light weight and having 
applications in automobile industry. Author adopted four input parameters i.e. welding current, arc voltage, gas 
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flow and welding speed with two responses yield strength and tensile strength. Researchers claimed that welding 
current and gas flow rate influence the welding [13].Norman et al investigated the microstructure of autogenous TIG 
welding using Al-Mg-Cu-Mn alloy at different parametric setting viz: welding speed 7 to 25 mm/sec and current 100 
to 190 A. The weld's center showed a fine microstructure because of a faster cooling rate than the surrounding areas. 
Moreover, it is found that the rate of weld center cooling rises, when speed of welding increases[14].Wang et al 
studied the effect of TIG arc welding process parameters on Ni based super alloy in terms of microstructure, tensile 
properties, and fracture. Process parameters are in range of, current 55-90 A, speed 2100-2900 mm/sec and width 1.2-
1.5 mm. As indicated by the exploratory discoveries, welding current increments with diminishing welding speed as 
intensity input increments[15]. Literature review reveals that different types of metals and alloys are used for various 
types of welding, TIG, MIG and arc etc., with numerous parameters like current, speed, voltage and thickness of 
plate etc. to optimise and investigate the microstructure, hardness, tensile strength and yield strength etc. A few 
work is reported on TIG welding of aluminium alloy 3000 with different parameters as current, gas flow and angle to 
investigate the hardness. 
 
MATERIALS AND EXPERIMENTAL SETUP 
 
Aluminium alloy 3000 grade have excellent strength, good hardness, resistance to chemical agent and atmospheric 
agents, used in kitchen equipment and hardware to heat exchangers. The aluminium alloy 3000 grade, size 600 x 145 
x 3 mm, is used as a work piece for this study. It is a high aluminium material, the percentage of aluminium is about 
96.8% to 99%, copper 0.5% to 0.20%, Iron 0.7% maximum and manganese 1% to 1.5%. The welding experiments were 
carried out in Happy Industries, located at Industrial area phase-2, Tribune chowk, Chandigarh, India using 
Tungsten Inert Gas Welding (TIG) as shown in fig 1(a). From the literature review, three parameter are selected 
namely welding current (range 110 to 200 A), gas flow (range 8 to 180cc/min)and angle of welding (range 30 to 60°) 
with level of process parameters are depicted in table 1. Fifteen specimens are prepared, suggested by RSM (Design 
Expert), and one of them is shown in fig 1 (b). Rockwell Hardness machine (Specifications) used to measure the 
response (hardness) and is shown in fig 1(c). 
 
RESULTS AND DISCUSSION 
 
Hardness of the each specimen is testedon Brinell Hardness Machine, as depicted in table 2. Executing all data, as 
mentioned in table 2, adequate model selection, sequential model sum of square and lack of fit is observed. 
Regression model is generated from the relevant model. The choice of sufficient model depends on three unique tests 
for example successive model amount of squares, model outline measurable and absence of fit test which is to be 
performed for the reaction hardness. The table3 shows various tests to choose suitable model to fit different 
reactions. Consecutive model amount of squares zero on choosing the most elevated request polynomial where the 
extra terms are huge and model isn't associated. Model outline measurements tested zero in on the model boosting 
the Changed R2and anticipated R2. The absence of fit test zero on choosing a model having unimportant absence of 
fit. Quadratic model is suggested as shown in fig. 3. It is observed that when welding current increases from 123 to 
187 A, hardness increases at constant gas flow rate 9cc/min. At constant welding current at 123 A, hardness decreases 
while gas flow increases from 9 to 17cc/min. In another instance, when both welding current and gas flow increases 
from 123 to 187 A and 9 to 17 cc/min respectively, results increase in hardness as depicted in fig. 2 (a). It is observed 
that when welding current increases from 123 to 187 A, hardness increases at constant angle of welding 34°. At 
constant welding current at 123 A, hardness increases while angle of welding increases from 34 to 56°. In another 
instance, when both welding current and angle of welding increases from 123 to 187 A and 34 to 56°respectively, 
results increase in hardness as depicted in fig. 2 (b). It is observed that when gas flow increases from 9 to 17cc/min, 
hardness increases at constant angle of welding 34°. At constant gas flow at 9cc/min, hardness increases while angle 
of welding increases from 34 to 56°. In another instance, when both gas flow and angle of welding increases from 123 
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to 187 A and 34 to 56°respectively, results increase in hardness as depicted in fig. 2 (c). Errors between actual 
hardness and predicted from RSM is less evident as all points lies in the straight line shown in 2(d). 
 
ANOVA 
P value of the model is less than 0.0001 with high F value 919.97 suggests that model is significant. F value of the 
welding current, angle of welding and gas flow is 2290.4, 892.95 and 21.80 respectively in decreasing order. It can be 
inferred that hardness is significantly influenced by welding current followed by angle of welding and gas flow rate 
depending on the value of F and evident from the perturbation diagram fig. 4. Parameter A (welding current) has 
maximum slope followed by C (angle of welding) and B (gas flow).The difference between the Predicted R2 of 0.9976 
and the Adjusted R2 of 0.9983 is less than 0.2, which is considered to be a reasonable agreement. Adeq Precision of 
120.244 is signal to noise ratio, preferred at least 4, and shows a strong enough signal. The Hardness in actual factor 
equation is given as equation (1). 
Hardness =-121.81677+0.39719 * A-5.92383 * B+6.60831 * C+0.083359 * A * B – 027214* A * C-0.15104 * B * C. 
 
CONCLUSIONS 
 
It is observed from the present study that welding current, gas flow and angle of welding has influence on the 
hardness of welded specimen, as discussed below. 

1. Hardness increases by increasing welding current during welding due to increase in internal stress of the 
welded piece by raising heat. 

2. Hardness of the welded piece is low at extremely low and high gas flow. 
3. Hardness increases when angle of welding increases. 
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Table 1. Levels of Parameters 

Coded factor Real factor Input parameter 
Levels 

-2 -1 0 1 2 
A Welding current Welding current 110 123 155 187 200 

B Gas flow Gas flow 8 9 13 17 18 

C Angle 
of welding 

Angle 
of welding 30 34 45 56 60 

 
Table 2. Experimental data 
Std Run Welding current (A) Gas flow (Cc/min) Angle (°) Hardness (HRB) 

 1 110 13 45 41.5 
 2 155 13 45 49.5 
 3 155 13 45 50 
 4 187 17 34 58.6 
 5 155 8 45 43.8 
 6 155 13 45 49.8 
 7 155 13 30 40.2 
 8 155 13 60 53 
 9 200 13 45 62 
 10 155 13 45 49.4 
 11 155 18 45 45.8 
 12 187 9 56 52 
 13 123 17 56 43.6 
 14 123 9 34 32.2 
 15 155 13 45 50.2 

 
Table 3 a. (Sequential Model Sum of Squares) 

Source Sum of Square Df Mean   Square F- value P - value  

Mean vs Total 34713.77 1 34713.77    

Linear vs Mean 628.46 3 209.49 17.51 0.0002  
2FI vs Linear 55.11 3 18.37 1.92 0.2047  

Quadratic vs 2FI 76.03 3 25.34 276.23 < 0.0001 Suggested 
Cubic vs Quadratic 0.0107 1 0.0107 0.0956 0.7726 Aliased 

Manjeet Bohat and Rahul Modgil 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73299 
 

   
 
 

Residual 0.4480 4 0.1120    

Total 35473.82 15 2364.92    
 
Table 3 b. (Model Summary Statistics) 

Source Std.      dev. R2 Adjusted   R2 Predicted R2 Press  
Linear 3.46 0.8269 0.7796 0.5967 306.52  

2FI 3.09 0.8994 0.8239 0.2517 568.75  
Quadratic 0.3029 0.9994 0.9983 0.9976 1.83 Suggested 

Cubic 0.3347 0.9994 0.9979  * Aliased 
 
Table 3 c. (Lack of Fit Tests) 

Source Sum of square df Mean square F- value P- value  

Linear 131.14 7 18.73 167.28 < 0.0001  
2FI 76.04 4 19.01 169.72 0.0001  

Quadratic 0.0107 1 0.0107 0.0956 0.7726 Suggested 
Cubic 0.0000 0    Aliased 

Pure Error 0.4480 4 0.1120    
 
Table 4 ANOVA for Hardness 

Sources Sum of square df Mean square F-value P-value  
Model 759.59 9 84.40 919.97 < 0.0001 significant 

A-Welding Current 210.13 1 210.13 2290.4 < 0.0001  
B-Gas Flow 2.00 1 2.00 21.80 0.0055  

C-Angle of welding 81.92 1 81.92 892.95 < 0.0001  

AB 22.12 1 22.12 241.09 < 0.0001  
AC 28.77 1 28.77 313.62 < 0.0001  
BC 4.22 1 4.22 45.97 0.0011  
A² 7.15 1 7.15 77.97 0.0003  
B² 48.68 1 48.68 530.62 < 0.0001  
C² 20.05 1 20.05 218.52 < 0.0001  

R² = 0.9994 Adjusted R² = 0.9983 
Predicted R² = 0.9976 Adeq Precision = 120.2437 

 

   
a (Welding setup) b (Specimen) c (Testing machine) 

Fig. 1 Experimental Setup 
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Fig. 2 a(Effect of welding current and gas flow on 
hardness) 

Fig. 2 b (Effect of welding current and angle of 
welding on hardness) 

 

 
Fig. 2 c (Effect of gas flow and angle of welding on 
hardness) 

Fig. 2 d (Predicted vs Actual graph) 

 
Fig.3 Perturbation Diagram 
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Given the vital role milk plays in our diets, the issue of milk adulteration reduces the quality of milk and hence, is a 
matter of utmost concern. This study was conducted to identify most prevalent adulterants in branded and 
unbranded milk samples across various areas of Bangalore. A sum of 20 milk samples were gathered including 10 
branded milk packets and 10 unbranded milk samples from local milk men. The results obtained in our study 
emphasize that among the 9 tested adulterants, detergent (60%) and sugar (90%) were the most prevalent in branded 
milk samples while urea (20%) and sodium chloride (50%) were the most prevalent in unbranded milk samples. 
These unbranded samples were further examined for water content which was found to be positive in 80% of the 
samples.Lastly, none of milk samples indicated the presence of 5 adulterants namely neutralizer, hydrogen peroxide, 
starch, formaldehyde and nitrate nitrogen. This is valuable data for the regulatory authorities to improve milk 
quality and safety in Bangalore. Furthermore, it can raise consumer awareness, enabling them to make well-
informed choices. 
 

Keywords: Milk adulteration, Bangalore, adulterants, urea, detergent, sugar, sodium chloride. 

 
INTRODUCTION 
 
Milk, a pale white fluid produced by mammals primarily to nourish their offspring, consists of abundant essential 
nutrients necessary for bodily growth and development. It is also known for its easy digestibility and high 
absorbability, making it an ideal wholesome food. The composition of cow milk includes carbohydrates, lactose 
(4.8%), fat (4%), minerals like calcium, potassium, iodine (0.8%), protein (3.5%)with an energy supply of 66 kcal/100g 
[1].  The increasing consumption of milk across various age groups, spanning from infancy to old age, makes the 
issue of milk adulteration a major concern. Milk adulteration is the deliberate act of reducing the quality of milk, 
achieved either by the removal of valuable components or substitution with inferior substances[2,5]. Common 
adulterants like water, skimmed milk powder, sugar, starch, salt, melamine, detergents, neutralizers, urea, hydrogen 
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peroxide, formaldehyde etc., are added for various reasons like an increase in profit margin, or to create an illusion 
of better milk quality or to reduce the perishable nature of milk[1, 3, 4].Unfortunately, some of these adulterants 
result in severe health issues. For instance, detergents and peroxides in milk can lead to gastritis and intestinal 
inflammation while urea in milk can place a heavy load on the kidneys to eliminate urea content from the body[4]. 
Previously, studies have explored the presence of different milk adulterants in various parts of India, however, a 
comparative study on milk adulteration using branded and unbranded milk samples in Bangalore is absent. This 
study was therefore conducted to detect nine common adulterants which include urea, neutralizers, detergents, 
hydrogen peroxide, sodium chloride, starch, formaldehyde, nitrate nitrogen, sugar etc., in branded and unbranded 
milk samples collected from various regions of Bangalore. The primary objectives were as follows: 
•To identify the most prevalent adulterants found in branded and unbranded milk samples. 
•To create awareness among consumers about the risks associated with milk adulteration and promote informed 
choices. 
•To contribute valuable data to the regulatory authorities for improving milk quality and safety in Bangalore. 
 

MATERIALS AND METHODS 
 

Procurement of Milk Samples 
A sum of 20 milk samples were gathered from different regions of Bangalore (table 1). This collection included 10 
branded milk samples, sourced from local retail stores, as well as 10 unbranded samples (250 ml each), sourced from 
local milkmen. The unbranded milk samples were collected in sterile, clean and dry bottles. Subsequently, these 
bottles or branded milk packets were transported to the laboratory in an ice filled box.All the necessary precautions 
and protocols were adhered to during the collection and laboratory processing of the milk samples. The analysis of 
these milk samples was conducted within one hour of their arrival. 
 

For Detection of Adulterants and Preservatives 
A standardized milk adulteration testing kit was used which was manufactured by NICE CHEMICAL Pvt Ltd., 
Kochi, India. The milk samples were analysed for nine common adulterants including urea, neutralisers detergent, 
hydrogen peroxide, sodium chloride, starch, formaldehyde, nitrate nitrogen, sugar. All the tests were conductedin 
accordance with the manufacturer’s guidelines and procedures as outlined in the manual. The presence of different 
adulterants and preservatives was decided based on the colour changes (table 2). Further, the 10 unbranded milk 
samples were analysed for water content using the glass-plate method as per FSSAI standards. 
 

RESULTS AND DISCUSSION 
 

The milk samples were analysed at room temperature and were tested in triplicates. The 20 milk samples (branded 
and unbranded) were analysed for the presence of nine different adulterants (Fig 1). Further, 10 unbranded milk 
samples were analysed for water content   (Fig 2). The results observed are presented in Table 3.  
 

Urea 
Urea is naturally found in raw milk and 70mg/100ml is the permissible threshold set by PFA Rules, 1955 and FSSAI 
Act, 2006.Urea is introduced to milk for enhancing its colour, improving consistency, and balancing the Solid-Not-
Fat (SNF) content [2]. In our study, three (15%) milk samples were tested positive for urea, of which two were 
unbranded, and one was a branded milk sample. As per the survey report by FSSAI (2019), 2 samples out of 6,432 
milk samples were tested positive for urea [13]. The studies done by Mane et al [9], Arun Kumar et al [5],Bharham et 
al [8], Swetha et al [6] found that urea was present in 3.33%, 60%,10%, 1.09%, of the tested samples respectively. 
However, the study done by Rajarajan [7] showed that urea was not present (0%) in the tested samples. An excess of 
urea in milk can strain the kidneys, potentially leading to renal failure. Additionally, it can also cause vision 
impairment, unwanted facial hair growth, swollen limbs and irregular heartbeats[2]. 
 

Neutralizers: This is added to conceal the pH and acidity levels of milk that had not been preserved well, to give an 
appearance of freshness [5].They may result in interfering with hormones responsible for development and 
reproduction [15]. In our study, none of the milk samples indicated the presence of neutralizers. The study done by 

Umme Salma Razak et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73303 
 

   
 
 

Sapkal [14] reported that only 1 sample indicated the presence of neutralizers while studies done by Rajarajan [7], 
Arun Kumar et al [5], Swetha et al [6] found that neutralizer was present in 32.73%, 28%,8.7% of the tested samples 
respectively. 
 

Detergent- Thisis added to create the desired frothy, white appearance of milk by emulsifying and dissolving the oil 
in water[2] or can be accidentally introduced if the utensils are not rinsed properly after being washed with 
detergent[7]. In our study, nine (45%) milk samples were tested positive for detergent, of which three were 
unbranded and six were branded milk samples. As per survey report done by FSSAI (2019), 3 samples out of 6,432 
milk samples contained detergents [13]. Similarly, other studies done byRajarajan [7],Mane et al [9],Arun Kumar et al 
[5], Bharham et al [8],Swetha et al [6], found that detergent was present in 19.09%, 3.33%, 44%, 32%, 14.13% of the 
tested samples respectively. However, the study done by Abbas [10] found that detergent was not present (0%) in the 
tested samples. Detergents in milk can lead to gastritis and intestinal inflammation[4]. 
 

Hydrogen Peroxide- It is used as a preservative to reduce the perishable nature of milk and inhibit the growth of 
microorganisms that spoil it. It can cause increased heart rate, irregular heart rhythms, gastritis and intestinal 
inflammation. It’s impact onantioxidants in the body can weaken the immune system and accelerate the aging 
process[16]. In our study, none of the milk samples indicated the presence of hydrogen peroxide. This is similar to 
the results of studies conducted by Sapkal [14], Mane et al [9], Arif et al [11]. However, studies done byRajarajan [7], 
Arun Kumar et al [5],Bharham et al [8],Swetha et al [6]found that hydrogen peroxide was present in 2.73%, 36%, 
13%,3.3% of the tested samples respectively. As per survey report done by FSSAI (2019), 6 samples out of 6,432 milk 
samples were tested positive for hydrogen peroxide [13].  
 

Sodium Chloride  
Salt is incorporated to enhance the density of milk in order to hide the excess water content[6]. In our study, nine 
(45%) milk samples were tested positive for sodium chloride, of which five were unbranded and four were branded 
milk samples. The studies done by Rajarajan [7],Mane et al [9], Arun Kumar et al [5], Swetha et al [6] found that 
sodium chloride was present in 30%, 22.5%, 80% , 28.26% of the tested samples respectively. However, the study 
done by Arif et al [11] reported that only 1.66% of tested samples contained sodium chloride. It can inflict permanent 
harm on individuals who have a prior history of high blood pressure and kidney issues[1,6]. 
 

Starch It is incorporated to enhance the consistency of milk after diluting with water and to also prevent curdling of 
milk[4].Excess amount of starch can lead to diarrhoea due to undigested starch in colon. It can be harmful for 
individuals with diabetes when accumulated in the body[15]. In our study, none of the milk samples indicated the 
presence of starch.This is similar to the results of studies conducted byMane et al [9],Sapkal [14], Swetha et al [6]. 
However, studies done by Bharham et al [8], Arun Kumar et al [5], Rajarajan[7] found that starch was present in 12%, 
20% , 1.82 %of the tested samples respectively. 
 

Formaldehyde It is used as a preservative to reduce the perishable nature of milk and even at low concentration can 
inhibit the growth of microorganisms that spoil it.Even in small amounts, it is highly toxic to humans. When ingested 
with milk, it can lead to acute poisoning, causing irritation, dermatitis, headaches, and allergic asthma 
development[16]. In this study, none of the milk samples indicated the presence of this preservative. Similarly, 
studies done by Sapkal [14], Mane et al [9] tested the milk samples for formalin and found that none of the samples 
had its presence. However, Arif et al [11], Arun Kumar et al [5],Bharham et al [8], Swetha et al [6] reported that 
formalin was present in 3.3%, 30%, 11%, 2.20% of the tested samples respectively. 
 

Nitrate Nitrogen Using nitrate-contaminated water for milk dilution can result decreased milk quality. Excessive 
nitrate consumption from milk could lead to nitrate poisoning, which lowers the blood's ability to carry oxygen, 
especially in infants and young children. In our study none of the milk samples indicated the presence of nitrate 
nitrogen. Previously, studies conducted by Mane et al [9], Rajarajan [7] tested the milk samples for nitrates and found 
its presence in 0.83%, 18.18% of the tested samples respectively. 
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Sugar- It is typically added to enhance the milk density (Solid-Not-Fat content)in order to hide the presence of excess 
water content [7]. In our study, sixteen (80%) milk samples were tested positive for sugar, of which seven were 
unbranded and nine were branded milk samples.The studies done byArif et al [11],Rajarajan [7],Arun Kumar et al 
[5], Bharham et al [8]found that urea was present in 4.16%, 40.91%, 24%,22% of the tested samples respectively. 
However, the studies done by Mane et al [9] andSwetha et al [6]showed that sugar was not present (0%) in the tested 
samples. Excessive amount of sugar in milk can be harmful for diabetic patients [1]. 
 

Water- It is the most prevalent adulterant in milk, added to increase its quantity [1]. In this study, eight (80%) 
samples of the 10 unbranded milk samples were found to contain water. Similar results were obtained by Bari et al 
[12] and Bharham et al [8]wherein water was present in 93.33% and 73% of the tested samples respectively. Water 
polluted with pesticides and heavy metals not only degrades the quality of milk but also increases health hazards for 
consumers [1]. Overall, it was found that the same adulterants namely urea, detergent, sodium chloride and sugar, 
were present in both branded and unbranded milk samples. However, the positive percentage varied between both 
the types of milk samples (fig 3).  Urea (20%) and sodium chloride (50%) were found to be more prevalent in 
unbranded milk samples, while detergent (60%) and sugar (90%) were found to be more prevalent  in branded milk 
samples. 
 

CONCLUSION 
 

Milk being a crucial dietary component, its adulteration is a significant cause for concern. The results of this study 
emphasize that a considerable number of milk samples contain adulterants, some of which pose serious health risks 
when consumed. These findings canraise consumer awareness about the dangers associated with milk adulteration 
and encourage individuals to make informed choices. Additionally, this data is a valuable resource for regulatory 
authorities for improving milk quality and safety in Bangalore, ultimately safeguarding public health. A simpler 
solution is to include a small, cheap, portable milk testing kit with milk packets, offering consumers the means to 
understand the quality of the milk they are consuming. As this was a pilot study, the sample size was limited, and 
only nine adulterants were examined. Also, the tests conducted could only determine the presence or absence of 
adulterants but were unable to confirm their concentrations.  This study can serve as a basis for providing 
preliminary findings for future analysis on milk adulteration. The study can also be broadened using a larger milk 
sample size from diverse sources to evaluate additional types of adulterants. Advanced Techniques can also be 
employed for detection or quantification of adulterants such as NIR or MIR spectroscopy, MALDI-TOF MS, 
fluorescence spectroscopy, Raman spectroscopy etc[1]. 
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Table 1: Type of milk samples and area of collection 
S.No. Brand Area of Collection 

1. Nandini Pillanna Garden 
2. Tirumala K. Narayanapura Cross 
3. Akshayakalpa Byrathi Cross 
4. Shiva Shakthi Rahmat Nagar 
5. Dodla Ganga Nagar 
6. Arokya Pillanna Garden 
7. Heritage Pillanna Garden 
8. Country Delight Kothanur Post Office 
9. Valhabha Bharatiya City 

10. Amul Hegde Nagar 
11. Unbranded JNC Circle 
12. Unbranded Rachenahalli 
13. Unbranded Jakkur, 18th Cross 
14. Unbranded Telecom Layout (Byatarayanapura) 
15. Unbranded Darasahalli 
16. Unbranded Lakshmi Narayana Circle Road 
17. Unbranded Srirampura 
18. Unbranded RT Nagar 
19. Unbranded HBR Layout 
20. Unbranded K.Narayanapura Cross 
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Table 2: Reference table for assessment of adulteration 

 
 
Table 3: Observation for presence of adulterants in the milk samples 

 
 

 
 

Fig 1: Test observations of sample no 19 for Urea, 
Neutralizer, Detergent, H2O2, NaCl, Starch, 
Formaldehyde, Nitrate Nitrogen, Sugar 

Fig 2: Test for water (sample no 19) 
 

 
Fig 3: Positive % of different adulterants in total samples, branded and unbranded samples. 
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Chilli (Capsicum annuum L.) is an important spice crop grown in tropical and subtropical areas of India. The 
chilli crop suffers from several diseases, in which fruit rot of the chilli plant is one of the most significant 
diseases that affect the chilli crop. It is caused by Colletotrichum truncatum(syn. C. capsici).Management of 
the fruit rot was found to be difficult, uneconomical and harmful for the environment. Keeping in view of 
the residual nature of fungicides on the environment, the idea of biocontrol was undertaken. Biological 
control is a great renaissance of interest and research in microbiological balance to control plant pathogens 
and leads to the development of a better farming system. One of the best bioagents for biological control is 
the genus Trichoderma, which is proven to be efficient against a variety of infections. Trichoderma is a 
filamentous fungus that lives in soil and is a member of the Ascomycota division.In this study, an 
experiment was conducted to evaluate the native Trichoderma isolates against fruit of chilli. Ten isolates of 
Trichodermaspp., were isolated from the rhizosphere soil of chilli field. Among these different isolates, Tr-3 
isolate reported maximum percent inhibition of 89.33%, whereas least inhibition was noticed in the isolate 
Tr-10 with 64.11% inhibition when compared over control. 
 
Keywords: Chilli, fruitrot, Colletotrichum truncatum, bio-control, Trichoderma 
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INTRODUCTION 
 
Chilli is one of the most important and widely cultivated spice crops across India and it alone contributes nearly 25% 
of the total chilli production in the world. Chilli is rich in vitamins A, E and C and is also a good source of potassium, 
folic acid and low in sodium and cholesterol (Marin et al., 2004). It also contains a wide range of compounds, such as 
fatty oils, volatile oils, carotenoids, capsaicinoids, vitamins, fibers, protein, and mineral components. India has 
enormous potential for producing and exporting different kinds of chillies to a wide range of international markets. 
At various phases of crop development, the chilli crop is susceptible to a number of diseases brought on by 
nematodes, bacteria, viruses, fungus, and physiological issues. These are mainly fruit rot, damping off, powdery 
mildew, bacterial leaf spot, cercospora leaf spot and dry root rot. Among the major diseases of chilli, fruit rot of chilli 
caused by Colletotrichum truncatumis one of the most destructive diseases of chilli in India. Fruit rot mainly 
becomes problematic when it attacks mature fruits, causing both pre and post-harvest fruit decay, causing severe 
economic losses (Bosland and Votava, 2003) .The disease tends to be seed and  soil borne as well as air borne and 
affects seed germination and vigor to a greater extent . The pathogen Colletotrichum truncatum is seed transmitted in 
chilli in the form of acervuli and micro sclerotia (Perenzny et al., 2003) and can also survive on other solanaceous or 
leguminious crops, plant debris and rotten chilli fruits in the field. This disease affects all the aerial parts of the 
plant and mainly it produces fruit rot to both green and ripe fruits which is having major economic 
importance. However, the prevalence of the disease is more on the ripen fruits when compared to the green 
fruits, hence the name ripe fruit rot of chilli (Lokhande et al., 2019).  India leads first in producing, consuming, and 
exporting  of chillies. Tamil Nadu ranks eighth place in India with 1.15 percent of the country's total production of 
chillies, while Andhra Pradesh leads the country with 37.35%. In India, 15.78 lakh tonnes of chillies are produced on 
8.52 lakh hectares of land. During 2021–2022, Tamil Nadu produced 0.24 lakh tonnes of chilli from 0.54 lakh hectares. 
Chilli is grown sparingly in practically all other districts, but primarily in the districts of Virudhunagar, 
Thoothukudi, Ramanathapuram, and Tirunelveli. (TNAU Price Forecast, 2023). 
 
Symptomatology 
 
The characteristic symptom of this disease appears as multiple sunken circulars or angular lesions which often 
coalesce to form severe fruit rot. These lesions are characterized by the presence of black-colored spots in concentric 
rings. These masses are called acervuli containing setae entrapping conidia. The symptom also appears on 
stems and leaves which results in defoliation. The infection of the growing tip results in necrosis of branches 
which proceeds backward and killing it (Die backstage) and it may kill the whole plant (Gupta et al., 2017). 
Presence of a small lesion on the fruits will drastically reduce the marketability of the produce (Ahila Devi and 
Prakasam, 2016). However, in India, a yield loss of 10 – 54.91% has been reported due to fruit rot disease (Mishra et 
al., 2018). Traditionally, chemical fungicides were used for controlling the disease under field conditions. There are 
numerous reports of using chemical fungicides which affects the human health and toxic contamination to the 
environment due to their long-lasting residual nature, particularly in developing countries (Voorrips et al., 2004). 
Thus, emphasis should be given for using bioagents for the management of the plant disease which is not only cost 
effective but also environment friendly. Fungi of the genus Trichoderma are potential biocontrol agents of several 
phytopathogens (Hassan et al., 2014). Moreover, all Trichoderma isolates exhibited inhibition to the mycelial growth of 
various pathogens. This might result from the synthesis of diffusible substances, like lytic enzymes or metabolites 
that are soluble in water (Anees et al., 2010). Free-living fungi called Trichoderma strains are frequently found in soil 
and root environments. In the ecosystems of roots, soil, and leaves, they are quite interacting. A range of chemicals 
that cause plants to develop systemic or localized resistance responses are produced or released by them. According 
to Rekha et al. (2012), Trichoderma spp. have the ability to manufacture antibiotics on agar and their culture filtrates 
can also be utilized to restrict the growth of fungal colonies. The aim of the current investigation was to examine the 
antagonistic potential of different Trichoderma species for bio control of Colletotrichum truncatum . 
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MATERIALS AND METHODS 
 
ISOLATION 
The infected plant samples collected are taken to the laboratory and are washed thoroughly in tap water for 
removing all the debris present in it. A small portion of the infected tissue along with a healthy portion of the 
tissue was exercised by using a sterile scalpel (2×2 mm). Then these bits are surface sterilized in 70% alcohol for 
20 seconds followed by 1% sodium hypochlorite for 1 min. Then they are rinsed thrice with sterile distilled 
water to get rid of the surface sterilizing agents and dried on a sterile filter paper in the air of the laminar airflow 
chamber. After drying, the bits were aseptically transferred to Petri-plates containing potato dextrose agar 
medium (PDA) in such a way that each of the plate containing three bits towards the periphery of the plates. 
These plates are now incubated in biological oxygen demand (BOD) incubator at 28 ± 20C for 3 days. Purification 
is done by the single spore isolation method (Dhingra and Sinclair, 2017) and the pure cultures thus obtained are 
maintained on PDA slants and stored in the refrigerator at 40C for carrying out further studies. The same 
procedure is adopted for all the isolates of the pathogen collected from different Chilli growing areas of Tamil Nadu. 
 
Cultural and Morphological characterization  
Nine mm discs of the 15 days old culture of pathogen were placed at the center of Petri plates containing 20 ml 
of PDA aseptically and incubated at 28 ± 20C for 20 days in BOD incubator. The mycelial and morphological 
characters like mycelial growth, color, conidial shape, and a number of septa per setae of isolates were 
observed.  
 
Isolation of fungal antagonistic culture  
Using Trichoderma selective medium (TSM) (Elad and Chet, 1983), ten Trichoderma spp. were isolated from several 
chilli growing sites using the soil dilution plate technique (Dhingra and Sinclair, 1995). After using the single hyphal 
tip procedure to purify the isolates, the culture was kept for later research at 4°C in test tube slants. The assessment 
of hyphal diameter, conidiophore and conidia size, as well as the physical and cultural features of the colonies, were 
the only methods used to identify opposing strains (Rifaee, 1969).  
 
Efficacy of antagonistic Trichoderma spp. against Colletotrichum truncatum  
In vitro antagonistic potential of Trichoderma spp. was evaluated against the virulent Colletotrichum truncatum 
isolate through dual culture technique (Dennis and Webster, 1971). Seven-day old cultures of both pathogenic and 
antagonistic fungi were inoculated on PDA plates at periphery. In control plate only pathogenic fungi were 
inoculated. Three replications were maintained in each treatment. Plates were incubated at 28 ± 2oc. Observations of 
colony growth were recorded. Diameter of colony was measured in cm and percent inhibition was calculated by 
using following formula suggested by Pandey et al., (2000).  
Percent inhibition (I) = C-T/C × 100  
Where,  
I = Per cent inhibition in growth of test pathogen  
C = Radial growth in control  
T = Radial growth in treatment  
 
Preparation of the culture filtrates of Trichoderma spp.  
The chosen Trichoderma isolates were cultured in Erlenmeyer flasks with 50 ml of sterile potato dextrose broth for 15 
days at room temperature (28 ± 2°C). The cultures were then vacuum-filtered using a bacteriological filter, and the 
resulting filtrates were utilized in the investigations. 
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Effect of antagonistic culture filtrates on the mycelial growth of Colletotrichum truncatum  (Poisoned food 
technique) (Groover and Moore, 1962)  
Using a sterile pipette, the antagonist culture filtrates were individually added to sterile PDA melting media at 
concentrations of 5, 10, 15, and 20 percent. The modified media were divided into individual, sterile Petri plates, with 
15 ml in each plate, and left to solidify. As a control, PDA media was used without the culture filtrate. Each plate was 
inoculated at the centre with a five days old PDA culture disc of Colletotrichum truncatum.  Three replications were 
maintained for each treatment. The diameter of the mycelial growth (mm) of C. truncatum was measured after 5 days 
of incubation. The per cent inhibition of the test fungi was calculated by the formula suggested by Pandey et al., 
(2000). 
Percent inhibition (I) = C-T/C × 100  
Where,  
I = Per cent inhibition in growth of test pathogen  
C = Radial growth in control  
T = Radial growth in treatment  
 
Experimental Design and Results 
The experiments were conducted following the Completely Randomized Design (CRD) with three replications. 
The significant difference, if any, among the means was compared by Duncan’s Multiple Range Test (DMRT). 
Whenever necessary, the data are transformed before statistical analysis following appropriate methods. 
 
RESULT AND DISCUSSION  
 
A field survey was conducted in major chilli growing areas of Tamil Nadu to collect the 25 different fruit rot infected 
samples. To evaluate the virulence among 25 isolates, pathogenicity test was conducted in pots and C10 recorded the 
highest disease incidence. Based on the morphological and molecular characters, C10 isolate was identified as 
Colletotrichum truncatum (OR642780).  
 
Cultural characteristics of different Trichoderma spp. isolates  
Ten different Trichoderma isolates were isolated from different locations and the growth patterns of the different 
isolates were determined by the colony growth, colony color, conidiophore, conidial color, conidia shape, conidial 
breadth and length. The Petri plates were fully occupied with the mycelial growth of the Trichoderma spp. within five 
days and colonies were observed on whitish green, dull green, light green, dark green, pale white and pale yellow in 
color with compact or floccose in mycelial form (Table 1).  Conidial characters were observed and recorded on the 
Table 2. Conidiophores are highly branched with regular or irregular manner and some of the species were noticed 
on moderately branched conidiophores. Shape of the conidia observed in globose, ellipsoidal and obovoid in nature 
with dark or dull green in color. Conidial length and breadth were measured in the range of 2.11-3.72(μ) and 1.63-
4.18(μ) respectively. Conidiophores of Trichoderma virens were smoothly bent gather and not spread to top. Conidia 
broadly rounded to obovoid, both ends broadly rounded or with the base narrower (Shah et al., 2012). 6 Trichoderma 
isolates were exhibited hyaline conidiophores arising in clusters from aerial mycelium, branching toward the tip, 
each branch terminating in a penicillus of 3-6 closely appressed and divergently branched phialides towards the 
apex, with a sterile stipe (Sharma and Singh, 2012). Different Trichoderma isolates colony showed dark green to dark 
bluish green sporulation, colony reverse was amber or uncolored. Conidiophore usually long, infrequently branched, 
verticillate conidiophores. Phialides are frequently paired, lageniform convergent or divergent. Conidial shape was 
globose to ellipsoidal (Chandra sekar et al., 2017). 
 
In vitro efficacy of Trichoderma spp. against Colletotrichum truncatum    
Ten Trichoderma isolates were collected from different Chilli growing areas of Tamil Nadu, and are tested against the 
pathogenic culture of Colletotrichum truncatum by dual culture technique (Table 3). Among the ten isolates, the isolate 
Tr-3 recorded the maximum percent inhibition of 73.55% followed by Tr-4 which recorded 69.00 % inhibition, 
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whereas least inhibition was noticed in the isolate Tr-10 with 43.00% inhibition over control. There are many studies 
that have revealed broad antagonistic activity of Trichoderma against Colletotrichum disease in many plants. Kannan C 
et al., 2020 reported that T. asperellum recorded the maximum inhibition zone over the test pathogen. Similar research 
findings were also given by Yelleti and Sunil, 2022. 
 
Efficacy of Non- Volatile compounds produced by Trichoderma spp. against Colletotrichum truncatum    
The Trichoderma spp. was selected to study the antagonistic potential against pathogenic culture of Colletotrichum 
truncatum by poison food technique. The results represented in the table 4 showed that all the five isolates were 
significantly inhibited the mycelial growth of C. capsici when compared to control Among the five isolates were 
tested, the isolate Tr-3 recorded least mycelial growth of 0.96cm at 30% concentration of the culture filtrate with 
mycelial inhibition of 89.33%. Based on the morphological and molecular characters, Tr-3 isolate was identified as 
Trichoderma asperellum. The culture Sequence was deposited in NCBI GenBank with accession no (OR681494). 
Hirpara et al., 2017 stated that the mycoparasitism is one of the main mechanisms used by Trichoderma isolates and 
also, they can produce chitinase and β-1, 3-glucanase, which are involved in mycoparasitism. Sunpapao, 2020 also 
reported that Trichoderma spp. restricts the invasion, penetration and proliferation of fungal phytopathogens by 
emitting volatile compounds (antibiosis), competing for nutrient utilization and mycoparasitism. 
 
CONCLUSION  
 
In summary, the significance of chili as a versatile spice crop with various applications has been highlighted. The 
presence of Colletotrichum truncatum, causing anthracnose disease, poses a major challenge to chili production, 
resulting in extensive crop damage and economic losses. Over-reliance on chemical treatments is not sustainable due 
to their negative environmental and health impacts. Therefore, there is a critical need for biological management 
strategies to combat this pathogen effectively. The early detection and identification of the pathogen through 
conventional and molecular methods play a vital role in minimizing yield losses under field conditions. The present 
study reveals the important role of Trichoderma spp has a very effective antagonistic activity against Colletotrichum 
truncatum as compeer to fungicide. Therefore, it could be strongly suggested the potential of Trichoderma spp used as 
a Bio-control agent for the management of fruit rot of chilli without effecting the environment serving to reduce soil 
salinity and increase the fertility. 
 
REFERENCES 
 
1. Ahila Devi P and Prakasam V, 2016. Characterization and management of Colletotrichum capsici causing 

anthracnose in chilli. Indian Phytopathology, 69(2): 155-161. http://epubs.icar.org.in/ejournal/index.php. 
2. Anees M, Tronsmo A, Hermann V, Hjeljord LG, Heraud C, Steinberg C. Characterization of field strains of 

Trichoderma antagonistic against Rhizoctonia solani. Fungal Biology,2010:114:691-701. 
3. Bosland, P. W., E. J. Votava, and E. M. Votava. "Peppers: vegetable and spice capsicums. CAB International." 

(2003). 
4. Chandra Sekhar Y, Khayum Ahammed S, Prasad TNVKV, Sarada Jayalakshmi Devi R. Identification of 

Trichoderma species based on morphological characters isolated from rhizosphere of groundnut (Arachis 
hypogaea L.) International Journal of Science, Environment and Technology, 2017:6(3):2056-2063. 

5. Choudhary, C. S., et al. "Efficacy of different fungicides, biocides and botanical extract seed treatment for 
controlling seed borne Colletotrichum sp. in chilli (Capsicum annuum L.)." The Bioscan 8.1 (2013): 123-126. 

6. Dennis C, Webster J. Antagonists properties of species groups of Trichoderma Production of non-volatile 
antibiotics. T. Brit. Mycol. Soc,1971:57:25-39. 

7. Dhingra OP, Sinclair JB. Basics Plant Pathology methods, 2ndedn. CRC press, Bocca Raton, America, 1995. 
8. Dhingra, Onkar D, James B Sinclair. Basic Plant Pathology Methods. CRC press, 2017. 
9. Elad Y, Chet I. Improved selective media for isolation of Trichoderma spp and Fusarium spp. 

Karthikeyan and Kannan 

http://www.tnsroindia.org.in
http://epubs.icar.org.in/ejournal/index.php.


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73312 
 

   
 
 

Phytoparasit,1983:11:55-58. 
10. Groover RF, Moore RD (1962) Resistance inducing chemicals and disease resistance in plants. Phytopathology 

52: 876-880. 
11. Gupta, Veerendra, et al. "Comparative studies on isolation, identification and purification of Colletotrichum 

capsici causing anthracnose disease of chilli." Inter. J of Chemical Studies 5.6 (2017): 744-747. 
12. Hassan MM, Gaber A, El-Hallous EI. Molecular and Morphological Characterization of Trichoderma harzianum 

from different Egyptian Soils. Wulfenia Journal,2014:21:80-96. 
13. Hirpara DG, Gajera HP, Hirpara HZ, Golakiya BA. Antipathy of Trichoderma against Sclerotium rolfsii Sacc. 

Evaluation of cell wall-degrading enzymatic activities and molecular diversity analysis of 
antagonists.J.Mol.Microbiol. Biotechnol,2017:27(1):22-28. 

14. Jayawardena, R. S., Hyde, K. D., Jeewon, R., Li, X. H., Liu, M., & Yan, J. Y. (2016).  
15. Kannan C, Praveen A, Jaiganesh V, Senthil Murugan S. Evaluation of fungal and bacterial antagonist against 

sclerotium rolfsii in groundnut. Plant Archives,2020:20(2):5087-5090. 
16. Lokhande RD, Tiwari S, Patil RV (2019) Eco-friendly management of anthracnose of chilli (Capsicum annuum L.), 

caused by Colletotrichum capsici. Journal of Current Microbiology & Applied Science 8(2): 1045-1052. 
17. Marín, Alicia, et al. "Characterization and quantitation of antioxidant constituents of sweet pepper (Capsicum 

annuum L.)." Journal of agricultural and food chemistry 52.12 (2004): 3861-3869. 
18. Mishra, A.; Ratan, V.; Trivedi, S.; Dabbas, M.R.; Shankar, K.; Singh, A.K.; Srivastava, Y. Survey of anthracnose 

and wilt of chilli: A potential threat to chilli crop in central Uttar Pradesh. Int. J. Pharmacognosy. 
Phytochem. 2018, 7, 1970–1976.  

19. Pandey KK, Upadhayay JP (2000) Microbial population from rhizosphere and non- rhizosphere soil of pigeon 
pea: screening for resistant antagonist and mode of mycoparasitism. Journal of Mycology and Plant Pathology 
30: 7-10 

20. Perenzny K, Roberts P D, Murphy J F & Goldberg N P 2003 Compendium of pepper diseases. APS Press, St. 
Paul, Minnesota, UAS, pp.73 

21. Rekha D, Patil MB, Shridhar S, Swamy P, Rajini K, Gamanagatti B. In vitro screening of native Trichoderma 
isolates against Sclerotium rolfsii causing collar rot of ground nut. Pak. J. Bot,2012:34:117-120. 

22. Rifaee MA (1969) A revision of the genus Trichoderma. Commonwealth Mycological Institute 116-156 
23. Shah S, Nasreen S, Sheikh PA. Cultural and morphological characterization of Trichoderma spp. associated with 

green mold disease of Pleurotus spp. in Kashmir. Research Journal of  Microbiology,2012:7:139-144. 
24. Sharma KK, Singh US. Cultural and morphological characterization of rhizospheric isolates of fungal antagonist 

Trichoderma. Journal of Applied and Natural Science,2014:6(2):451-456. 
25. Sunpapao, A. 2020. Antagonistic Microorganisms: Current Research and Innovations. LAP LAMBERT 

Academic Publishing. 
26. TNAU Price Forecast for Red Chilli - Eng.pdf. 
27. Voorrips RE, Finkers R, Sanjaya L, Groenwold R. QTL mapping of anthracnose (Colletotrichum spp.) resistance 

in a cross between Capsicum annuum and C. chinense. Theoretical and Applied  Genetics,2004:109(6):1275-1282 
 
Table 1.Morphological and cultural characteristics of different Trichoderma spp 

Isolates Locality 

Mycelial 
characters(5 DAI) 

Growth rate 
(cm) 

Colony color Mycelial form 

Tr-1 Sivapuri 9 
Light Green to 
bright green Floccose 

Tr-2 Radhapuram 9 Dark green Floccose 
Tr-3 Kovilpatti 9 Yellow to green Arachnoid 
Tr-4 Palur 9 Pale yellow green Scattered 
Tr-5 Omalur 9 Light Green to Floccose to 
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bright green Arachnoid 

Tr-6 Kulithalai 9 
Pale white to dull 

green Compact colony 

Tr-7 Melur 9 Whitish green to 
dull green 

Floccose to 
Arachnoid 

Tr-8 Thandrampet 9 Whitish green to 
dull green 

Compact and 
cottony 

Tr-9 Vengikkal 9 
Dark green to 
whitish green 

Compact and 
cottony 

Tr-10 Paramakudi 9 
Whitish green to 

dull green Floccose 

 
Table 2.Morphological and cultural characteristics of different Trichoderma spp 

 
Isolates

 
        Locality 

Conidial characters 

Conidiophore Conidial shape 
Conidial 

color 
Conidial 

length (µ) 
Conidial 

breadth (µ) 

Tr-1 Sivapuri 
Few lateral branches at 

apex,Irregular Globose 
Dark 

green 2.11-3.08 1.67-3.26 

Tr-2 Radhapuram 
Highly branched, 

Irregular 
Sub globose to 

obovoid 
Dark 

green 2.84-3.72 2.53-3.18 

Tr-3 Kovilpatti Branched regular Ellipsoidal Dull 
green 

2.37-3.62 2.34-3.63 

Tr-4 Palur 
Few lateral branches at 

apex,Irregular 
Globose 

Dull 
green 

2.11-3.13 2.32-3.16 

Tr-5 Omalur Rarely branched, Regular Ellipsoidal Green 2.58-3.33 2.53-4.18 

Tr-6 Kulithalai Moderately branched, 
Regular 

Globose Light 
green 

2.86-3.51 1.63-3.06 

Tr-7 Melur Highly branched, Regular 
Globose to 

ellipsoidal Green 2.68-3.64 2.22-3.52 

Tr-8 Thandrampet Highly branched 
Narrow 

ellipsoidal 
Dark 

green 2.41-3.62 2.03-2.74 

Tr-9 Vengikkal Moderately branched, 
Regular 

Globose Dark 
green 

2.56-3.39 2.92-3.01 

Tr-10 Paramakudi Branched regular Obovoid Dull 
green 

2.38-3.21 2.38-3.32 

 
Table 3.In vitro efficacy of Trichoderma spp. against Colletotrichum truncatum  

S. No Isolates 
Mycelia growth (cm) 

Percent inhibition over control 
Trichoderma  pp. Colletotrichum truncatum 

1 Tr-1 57.64 32.36de(34.67) 64.04 
2 Tr -2 53.42 36.58fg(37.21) 59.35 
3 Tr -3 65.37 21.63a(27.71) 75.96 
4 Tr -4 59.67 30.33cd(33.41) 66.30 
5 Tr -5 57.12 32.88e(34.98) 63.46 
6 Tr -6 62.83 27.17b(31.41) 69.81 
7 Tr -7 55.34 34.66ef(36.06) 61.48 
8 Tr -8 61.12 28.88c(32.50) 67.91 
9 Tr -9 48.64 41.36i(40.02) 54.04 
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10 Tr -10 51.09 38.91h(38.59) 56.76 
11 Control  90.00  

Mean of three replications 
Values in the column followed by common letters do not differ significantly at 5% level by Duncan’s multiple       range 

test (DMRT) 
 
Table 4. Efficacy of Non-Volatile compounds produced by Trichoderma spp. against Colletotrichum truncatum 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Sl. 
No 

 
Isolates

Mycelial growth (cm) (5DAI) 

5% 

Percent 
inhibition 

over 
control 

10% 

Percent 
inhibition

over 
control 

15% 

Percent 
inhibitio

n 
over 

control 

20% 

Percent 
inhibition

over 
control 

1 Tr-1 45.58de(42.46) 43.35 37.84de(37.96) 57.95 20.17e(26.68) 77.58 16.53de(23.98) 81.63 
2 Tr-2 54.40g(47.52) 39.55 45.62g(42.48) 49.31 27.63h(31.71) 69.30 20.13g(26.65) 77.63 
3 Tr-3 35.32a(36.46) 60.75 24.53a(29.68) 72.74 12.46a(20.67) 86.15 7.25a(15.62) 91.94 
4 Tr-4 42.03cd(40.41) 53.30 34.89d(36.20) 61.23 18.40d(25.40) 79.55 14.93cd(22.73) 83.41 
5 Tr-5 48.86e(44.34) 45.71 40.91e(39.76) 54.54 22.98f(28.64) 74.46 17.91ef(25.03) 80.10 
6 Tr-6 37.78b(37.92) 58.02 27.78b(31.80) 69.13 14.01b(21.98) 84.43 9.48b(17.93) 89.46 
7 Tr-7 52.05f(46.17) 42.16 43.29f(41.14) 51.90 25.09g(30.05) 72.12 18.90f(25.76) 79.00 
8 Tr-8 39.93bc(39.19) 55.63 31.58c(34.19) 64.91 16.67c(24.09) 81.47 12.07c(20.32) 86.58 
9 Tr-9 58.89hi(50.12) 35.56 51.89i(46.08) 42.34 32.33j(34.65) 64.07 23.54i(29.02) 74.17 
10 Tr-10 56.67gh(48.83) 37.03 48.89h(44.36) 45.67 30.23i(33.35) 66.41 21.52h(27.63) 76.08 
11 Control 9.00 

Mean of three replications 
Values in the column followed by common letters do not differ significantly at 5% level by Duncan’s 

multiple       range test (DMRT) 
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Obesity(Athithoolam) is one of the most common non-communicable diseases in the world, leading to various 
systemic illnesses. This study aims to compare clinical trials of Yogam therapy with and without intervention in the 
management of Athithoolam(Obesity). Objectives are to bring about a reduction of body weight, reduction of waist-to-
hip line, Mid arm circumference(both sides) and improvement in their quality of life. 40 samples of obese patients, 
aged 20 to 50 years, who were willing to participate in the study, were included. Those suffering from any 
comorbidity and mental disorders were excluded. Their Body Mass Index, Waist-Hip ratios, and Mid arm 
circumference (both sides) were measured.  The trial drug Aswathi Chooranam was given for 3 months and   Siddhar 
Yogam practice (Standard Operating Procedure) was taught and advised to practice daily for 45 minutes. They were 
instructed to practice daily (morning and evening) Reassessment was done once in seven days. Siddhar Yogam 
Therapy for 3 months resulted in a significant reduction in all body weight measures such as a decrease in Body Mass 
Index (0.001), Waist hip ratio(0.001), Mid-arm-circumference(0.001),(P values < 0.001) with mild variations and 
differences less appreciable. So,it accepts the null hypothesis. Hence this study reveals patients treated with the trial 
drugs SiddharYogam therapy along with rejuvenating internal medicine may provide promising outcomes as a way to 
assist in maintaining body weight and in the management of obesity.  
 
Keywords: Obesity, SiddharYogam therapy, Weight,BMI(Body mass index), Waist-hip ratio,Mid arm circumference, 
Quality of life. 
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INTRODUCTION 
 
Siddha system of medicine is one of the traditional Indian system of medicine and is said to be ancient as the Tamil 
language itself. Siddha system of medicine has a distinctive approach to the management and treatment care of 
specific ailments and also to build up the immune system of the person being treated against all diseases. In the 
Siddha system of medicine, diseases are classified into 4448 types [1].  In the text,T.V.Sambasivam pillai’s Siddha medical 
dictionary,the term Athithoolam means excessive accumulation of fat in the system-obesity [2]. Many diseases are 
emerging as a result of lifestyle modifications due to stress, sedentary lifestyle and food habits [3]. One among them 
is  Athithoolam which may be correlated with Obesity. Obesity has reached epidemic proportions in India in the 21st 
century, with morbid obesity affecting 5% of the country's population [4]. Obesity is a major risk factor for 
cardiovascular disease and NGOs such as the Indian Heart Association have been raising awareness about this issue 
[5]. Urbanization and modernization have been associated with obesity [6].  Athithoolamis an abnormal accumulation 
of body fat, usually 20% or more over an individual’s body weight. It is associated with an increased risk of illness 
and disability. The symptoms of Athithoolam are weight gain, increased abdominal girth, excessive hunger, feeling of 
tiredness and excessive [9]. 
 
BMI (Body mass index) is considered a measure of obesity, it was observed that for Asian Indians BMI cut-off points 
are to be considered much lesser than the WHO standards for categorizing obesity. Nowadays according to WHO, a 
BMI of 25kg/m2 or above is considered obese. Furthermore, obesity is due to physical inactivity, improper diet and a 
sedentary lifestyle [10. 11] Siddhar Yogam is a mind and body practice with historical origins in ancient Indian 
philosophy. Like other meditative movements practices used for health purposes, various styles of yoga typically 
combine physical postures, breathing techniques and meditation or relaxation. Siddhar Yogam is a form of mind-body 
fitness that involves a combination of muscular activity and an internally directed mindful focus on awareness of the 
self, the breath, and energy. 
 
Most of the research suggests that practicing SiddharYogam might improve quality of life, reduce stress, lowers heart 
rate and blood pressure, helps to relieve anxiety and depression and improve overall physical fitness, strength and 
flexibility. Nowadays, Obesity is very common in society due to a lack of physical activity and lifestyle changes. The 
number of Athithoolam patients attending the APH of the National Institute of Siddha Hospital is increasing day by 
day.  So, the need of the hour is to search for an effective drug and Yogam therapy to treat obesity with less or no 
adverse effects. Hence an attempt had been made to validate the trial drug and SiddharYogam therapy –specific yoga 
postures for the management of Athithoolam. Therefore,I have chosen this polyherbal formulation “ASUWATHI 
CHOORANAM” [12]. All ingredients of the trial drug have anti-Obesity, anti-hyperlipidemic and antioxidant activity. 
 
MATERIALS AND METHODS 
 
Athithoolam patients satisfying the inclusion and exclusion criteria are admitted to the trial. Informed consent was 
obtained from the patients. Investigations have been carried out before and at the end of the trial. l00 samples 
underwent screening through screening proforma.  Among 100 samples, 40 patients were selected for trial from OPD 
of Ayothidoss Pandithar Hospital, under prescribed proforma. Among 40 patients, 20 patients were treated with the 
trial drug Asuvathichooranam & Siddharyogam therapy- specific yoga postures and the remaining 20 patients were 
treated with Siddharyogam therapy - specific yoga postures only for 3 months.OPD Patients visit the hospital once in 7 
days. At each visit clinical assessment was done and prognosis noted.  
 
The Laboratory investigations were done on the 1st day and the 91st day of the trial. At the end of the treatment, the 
patients were advised to visit the OPD for further 3 months for follow-up.  Patients were advised to practice asanas 
on empty stomach for 45-60 minutes every morning after evacuation of urine and motion. Patients were taught yogic 
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postures in 1st day of the trial and the trial drug has been advised to take daily for 90 days in morning and evening . 
Patients were motivated to practice asanas regularly for their well-being even after the study.  
 
YOGAM THERAPY [14,15,16,21] 
 
ASANAM 
(i). LOOSENING ASANAM: 
Surya vanakkam 
(ii ). STANDING POSTURE: 
Arthachakkrasanam 
Arthakattichakkarasanam 
Trikonasanam 10 minutes 
Padahastasanam 
Relaxation: Shanthisanam 
(iii). SITTING POSTURE:  
Vakkrasanam 
Arthamatyendrasanam 
Relaxation :Tandasanam 
 
(iv). LYING POSTURE: 
Ysthikasanam 
Jadaraparivarthini 
Bavanamuktasanam 
Pujangasanam 
Vilasanam 
Relaxation :Shanthiasanam 
 
PRANAYAMAM 
Thirumoolarvasipayirchi. 
 
PRATHIYAGARAM 
Thirumoolar way of Prathiyagaram. 
 
DHARANAI 
Thirumoolar way of Dharanai. 
 
DYANAM  
Thirumoolar way of Dhyanam. 
 
RESULTS 
 
Statistical Analysis 
All collected data were entered into MS excel software using different columns variables and rows as patients. SPSS 
software was used to perform statistical analysis. Basic descriptive statistics include frequency distributions and cross 
–tabulations were performed. The quantity variables were expressed as Mean ±standard Deviation and qualitative 
data as percentage .A probability value of <0.05 was considered to indicate statistical significance. Paired “t” test was 
performed for determining the significance between before and after treatment.  
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Inference    
Group -A (Trial Medicine with Siddhar Yogam Therapy):  
The mean BMI before treatment is 32.8600, after treatment is reduced to 30.8200, Waist Hip –ratio before treatment 
is.9355, after treatment is reduced to.8805, and Mid arm circumference before treatment is 34.0000, after treatment it is 
reduced to 31.6000.  On comparing statistically before and after treatment reveals BMI (Body mass index), WHR 
(Waist hip ratio), MAC (Mid arm circumference) with mild variations and differences less appreciable. So, it accept 
null hypothesis. Hence there is a very slight statistical significant.  
 
Group –B (Siddhar Yogam Therapy Only)   
The Mean BMI (Body mass index) before treatment is 32.0250, after treatment is reduced to30.7900, Waist -hip ratio 
before treatment is.9280, after treatment is reduced to.8875s, mid –arm circumference before treatment is 33.3500, 
after treatment is reduced to 31.9000.  On comparing statistically before and after treatment reveals BMI (Body mass 
index), WHR (Waist –hip ratio), MAC (Mid-arm circumference) with mild variations and differences less appreciable. 
So, it accept null hypothesis. Hence there is a very slight statistical significant.  Hence this study reveals patients 
treated with trial drug and SiddharYogam therapy- specific yoga postures and Siddhar yogam therapy alone showed 
mild effective in reducing bodyweight and other associated symptoms, Statistical analysis showed very slight 
significance. 
 
DISCUSSION 
 
The retrospective review of the diseases Athithoolam mentioned in Siddha parameters begins with the correlation of 
signs and symptoms of obesity. The drug which possess anti –hyperlipidemic property which is  mentioned in Siddha 
Literature agasthiyar vaithiya kaviyam-1500  .40 patients of both genders were recruited for this study. The treatment 
was aimed to normalise the deranged humours and gradual reduction of body weight. Before treatment the patients 
were advised to take Meganathakuligai(130 mgs) – 2 with warm water in empty stomach at early morning for 
purgation. The patients were advised to take rest diet  with intake of gruel and regular monitoring of blood 
pressure,pulse rate, heart rate had found to be normal. The patients were treated with trial drug Asuwathi chooranam 
twice a day in a dosage of 1.5 gm with honey, and yogam therapy-specific yoga postures for 90 days. Patients were 
instructed to take medicines and do yoga regularly, advised to follow the standard dietary regimen. Out patients 
were asked to visit the hospital once in 7 days. For out- patients trial drug along with SiddharYogam therapy-specific 
yogic postures, and SiddharYogam therapy-specific yoga postures alone were given for 90 days and the clinical 
assessment was done under the supervision of faculty on 1st day,8th day,15th  day, 22nd day,29th  day,36th  day, 43rd  
day,50th   day,57th  day,64th day, 71st  day, 78th  day ,85th day and 91st day. Regarding gender distribution, the present 
study showed that a maximum of 82.5 % of patients were female and only 17.5% were male. According to various  
studies18, Overweight was more prevalent in the females 20-29 years of age as compared to men, but the 30-49 years 
females had a higher prevalence of overweight.   
 
Regarding age, 37% of affected patients come under the age group between 31-40 years, 33% of them are between 21-
30 years, and the remaining 30% of the patients come under the age group of 41-50 years. According to various  
studies19,Overweight was more prevalent in females 20-29 years of age as compared to men, but the 30-49 years male 
had a higher prevalence of overweight. Male and female >50 years had almost an equal prevalence of overweight.  
Dietary habits of the reported patients reveals that 90% of patients were nonvegetarians and remaining 10% of 
patients were vegetarians. According to various studies20 an inverse association between a prudent/healthy dietary 
pattern and overweight/obesity risk and a positive association between a western/unhealthy dietary pattern and 
overweight/obesity.  Occupation status has a great impact on obesity. Among 40 patients, 48.5% were housewife, 30% 
were tailor, store work and coolie, 15% were students, and 7.5% were security. Laboratory investigations of blood and 
urine were done for all 40 cases, there were no significant changes in blood and urine parameters before and after 
treatment. Clinically, no adverse effects were reported during the trial 
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CONCLUSION 
 
This study reveals that patients treated with the trial drug and SiddharYogam therapy- (specific yoga postures ) 
showed mild therapeutic effectiveness in reducing bodyweight and other associated symptoms. Statistical analysis 
done for BMI (Body mass index), WHR (Waist hip ratio), MAC (Mid arm circumference) and score shows that the 
trial drug with SiddharYogam therapy-specific yoga postures is effective and significant (p<0.001). 
The mechanism underlying Yogam‘s effectiveness in the reduction of weight remains unclear. SiddharYogam therapy 
may prove its effectiveness through high energy expenditure, heightening mindfulness, improving mood, and 
reducing stress which may help to reduce food intake. Hence, I conclude large sample size in the future including 
SiddharYogam therapy along with rejuvenating internal medicine may provide promising outcomes as a way to assist 
in maintaining body weight and in the management of obesity 
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Table-2. Comparison Of BMI, WHR & Mac Before And After Treatment Of Group A(Trial Medicine With Siddhar 
Yogam therapy)  By Using Paired Samples Statistics: 
Sl. No Treatment Status Mean ± Std. Deviation Significance 

1. 
BMI -BT 32.8600±1.24326 

t=23.482,p<0.001 
BMI-AT 30.8200±1.25009 

2. 
WHR -BT 0.9355±.03561 

t = 15.013, p<0.001 
WHR -AT 0.8805±.03649 

3. 
MAC-BT 34.0000±2.31699 

t = 21.354, p<0.001 
MAC-AT 31.6000±2.50053 

 
Table-3. Comparison Of BMI, WHR & Mac Before And After Treatment Of Group B (Siddhar Yogam Therapy 
Only) By Using Paired Samples Statistics: 
Sl. No Treatment Status Mean ± Std. Deviation Significance 

1. 
BMI -BT 32.0250±1.41379 

t=15.270, p<0.001 
BMI-AT 30.7900±1.49628 

2. 
WHR -BT 0.9280±.03968 

t=11.776, p<0.001 
WHR -AT 0.8875±.03851 

3. 
MAC-BT 33.3500±1.38697 

t=8.542, p<0.001 
MAC-AT 31.9000±1.48324 
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This comprehensive review explores simultaneous spectrophotometric analysis in the context of 
multicomponent pharmaceutical mixtures, focusing on validation and method comparison. Its purpose is 
to assess the reliability of these methods in pharmaceutical analysis and compare their performance to 
other techniques. The review examines principles, techniques, and instrumentation used in 
pharmaceutical mixture analysis. It emphasizes validation parameters essential for accuracy and 
precision, following guidelines like those from the International Council for Harmonisation (ICH). The 
review also evaluates studies comparing simultaneous spectrophotometric methods with alternative 
approaches, highlighting their strengths and limitations. It include an understanding of the method's 
principles, its advantages, and challenges. It underscores the importance of validation parameters 
(accuracy, precision, linearity, specificity, robustness) for method reliability. Comparative studies reveal 
scenarios where simultaneous spectrophotometric analysis excels and where complementary techniques 
like chromatography or titration may enhance results. This review illuminates the role of simultaneous 
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spectrophotometric analysis in pharmaceuticals, offering accurate solutions for complex mixtures. It 
emphasizes the significance of validation and method comparison in ensuring analytical reliability. This 
comprehensive review article explores the critical realm of simultaneous spectrophotometric analysis in 
the context of multicomponent pharmaceutical mixtures, with a primary focus on validation and method 
comparison. The review's purpose is to assess the reliability and effectiveness of simultaneous 
spectrophotometric methods in pharmaceutical analysis and to evaluate their performance relative to 
other analytical techniques. 
 
Keywords: Simultaneous spectrophotometric analysis, Pharmaceutical mixtures, Validation, Method 
comparison, Analytical reliability and Multicomponent analysis 
 
INTRODUCTION 
 
Pharmaceutical research and development constitute a complex and multifaceted endeavor with the ultimate goal of 
delivering safe, effective, and high-quality therapeutic agents to patients(1). At the heart of this process lies the need 
for precise and reliable analytical techniques that can unravel the intricate compositions of pharmaceutical 
formulations(2). One such technique that has gained prominence in recent years is simultaneous spectrophotometric 
analysis(3). This analytical approach plays a pivotal role in pharmaceutical research, offering insights into the 
composition, stability, and quality of multicomponent pharmaceutical mixtures(4). 
 
Complexity in Pharmaceutical Formulations 
Pharmaceutical formulations have evolved significantly over time, mirroring advances in drug discovery, patient 
needs, and therapeutic goals(5). Traditionally, pharmaceuticals often consisted of single-component drug 
products(6). However, the modern pharmaceutical landscape is characterized by the prevalence of multicomponent 
formulations, which encompass a diverse array of products, including combination therapies, fixed-dose 
combinations, extended-release formulations, and complex drug delivery systems(7). 
 
The complexities inherent in these modern pharmaceutical formulations arise from several factors 
Combination Therapies: In the quest for improved therapeutic outcomes, combination therapies have gained 
popularity(8). These therapies involve the concurrent administration of multiple drugs, often targeting different 
aspects of a medical condition(9). Analyzing these formulations demands the quantification of multiple active 
pharmaceutical ingredients (APIs) simultaneously(10).Polypills and Fixed-Dose Combinations: Polypills and fixed-
dose combinations are designed to simplify drug regimens, enhance patient compliance, and optimize therapeutic 
effects(11). They contain multiple APIs in a single dosage form, necessitating comprehensive analytical 
techniques(12).Excipients and Additives: Pharmaceutical formulations frequently incorporate a range of excipients, 
including binders, fillers, disintegrants, and stabilizers, which are essential for product formulation and 
performance(13). However, these excipients can complicate the analysis by potentially interfering with the 
quantification of APIs.Stability and Degradation: Understanding the stability of pharmaceuticals is of paramount 
importance(14). Factors such as temperature, humidity, and light exposure can impact the stability of drugs and 
excipients within a formulation(15). Therefore, analyzing the degradation kinetics of multiple components is 
essential to ascertain product quality and shelf-life(16). 
 
The Significance of Pharmaceutical Analysis 
In the realm of pharmaceutical research and development, analytical chemistry plays a central role(17). 
Pharmaceutical analysis is the linchpin that connects drug discovery, formulation development, manufacturing, and 
quality control(18). The importance of analytical techniques in pharmaceutical research is multifaceted: 
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Drug Discovery 
During the early stages of drug discovery, analytical methods are employed to identify potential drug candidates, 
assess their purity, and elucidate their chemical properties(19). Reliable analytical techniques are essential for 
selecting promising compounds with the desired pharmacological properties(20). 
 
Formulation Development 
Formulation scientists rely on analytical methods to design drug formulations that exhibit specific release profiles, 
stability characteristics, and bioavailability(21). Analytical data guides the selection of excipients and helps optimize 
the final product(22). 
 
Quality Control 
In pharmaceutical manufacturing, rigorous quality control measures are imperative to ensure that products meet 
predefined specifications and comply with regulatory standards(23). Analytical methods are deployed to assess 
batch-to-batch consistency and product uniformity(24). 
 
Stability Studies 
Pharmaceuticals are subject to various environmental factors that can affect their stability over time(25). Analytical 
techniques are used to monitor the stability of drugs and drug products during storage, aiding in the determination 
of shelf-life(26). 
 
Regulatory Compliance 
Regulatory agencies, such as the U.S. Food and Drug Administration (FDA) in the United States and the European 
Medicines Agency (EMA) in Europe, require extensive analytical data as part of the drug approval process(27). 
Regulatory submissions must include comprehensive analytical data to demonstrate the safety, efficacy, and quality 
of pharmaceutical products(28). 
 
Patient Safety 
The precision of analytical methods is crucial in ensuring patient safety. Impurities, contaminants, and incorrect 
dosages in pharmaceutical products can lead to adverse events(29). Precise analytical methods are necessary to 
detect and quantify such issues(30). Given the pivotal role of pharmaceutical analysis, it is imperative to develop and 
validate analytical methods capable of deciphering the intricate compositions of multicomponent pharmaceutical 
mixtures(31). 
 
Spectrophotometry in Pharmaceutical Analysis 
Spectrophotometry, a fundamental analytical technique, has been integral to pharmaceutical analysis for 
decades(32). It relies on the interaction of light with matter to provide insights into the chemical composition and 
concentration of substances(33). Spectrophotometric techniques encompass various methodologies, including 
ultraviolet-visible (UV-Vis) spectroscopy, infrared (IR) spectroscopy, and nuclear magnetic resonance (NMR) 
spectroscopy, each offering unique perspectives on pharmaceutical analysis(34).Spectrophotometry offers several 
attributes that render it indispensable in pharmaceutical research 
 
Versatility 
Spectrophotometric techniques cover a broad spectrum of applications, allowing researchers to choose the most 
suitable method for their specific analytical needs(35). 
Non-destructive Nature: Many spectrophotometric analyses are non-destructive, allowing samples to be reanalysed 
or used for further testing(36). This characteristic is particularly valuable when working with limited quantities of 
valuable(37) 
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Literature search 
Conducting a comprehensive literature search on simultaneous spectrophotometric analysis, validation, and method 
comparison in pharmaceutical mixtures involves exploring a range of academic databases, journals, and reputable 
sources(45). Below is a summary of the key findings from recent research articles, reviews, and relevant guidelines in 
this domain(46). The methodology for the literature search and article selection process in the review on 
"Simultaneous Spectrophotometric Analysis of Multicomponent Pharmaceutical Mixtures: Validation and Method 
Comparison" involved a systematic approach to identify relevant research articles, reviews, and guidelines. Here's a 
detailed description of the methodology used 
 
METHODOLOGY 
 
Simultaneous spectrophotometric analysis Multicomponent pharmaceutical mixtures Validation Method comparison 
Pharmaceutical analysis Spectrophotometry Pharmaceutical formulations Quality control Analytical methods 
These terms were combined using Boolean operators (AND, OR) to construct comprehensive search queries(47). 
Databases Several academic databases and search engines were utilized to access a wide range of academic and 
scientific publications. The primary databases included 
 
PubMed 
This database was used for accessing biomedical and pharmaceutical research articles, reviews, and guidelines. 
 
Web of Science 
Web of Science offers a broad spectrum of research literature, including multidisciplinary and pharmaceutical 
journals. 
 
Scopus 
Scopus provides access to a vast collection of scientific articles and conference papers, making it an essential resource 
for comprehensive literature searches. 
 
Google Scholar 
Google Scholar was used to identify additional sources, including gray literature and conference proceedings. 
 
ScienceDirect 
ScienceDirect contains a wealth of peer-reviewed research articles and journals relevant to pharmaceutical analysis. 
 
Inclusion Criteria 
To select relevant articles for the review, the following inclusion criteria were applied(48): 
Articles published in reputable peer-reviewed journals. Articles written in English. Articles published from 2010 to 
2023, ensuring that the review includes recent research and developments. Articles focusing on simultaneous 
spectrophotometric analysis in the context of multicomponent pharmaceutical mixtures. Articles discussing the 
validation aspects of simultaneous spectrophotometric methods. Articles that explore the comparison of 
simultaneous spectrophotometry with alternative analytical techniques in pharmaceutical mixtures(49). Guidelines 
from regulatory bodies such as the ICH and national pharmacopeias relevant to validation and pharmaceutical 
analysis. 
 
Exclusion Criteria 
Articles that did not meet the inclusion criteria were excluded from the review. Exclusion criteria included: 
Articles published in languages other than English. Articles outside the specified publication date range. 
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Articles unrelated to simultaneous spectrophotometric analysis, validation, or method comparison in pharmaceutical 
mixtures(50). Articles that lacked relevance to pharmaceutical analysis. that were not available in full text or were 
inaccessible. 
 
Article Selection Process 
The article selection process involved several steps: 
Initial Search 
A preliminary search was conducted using the identified search terms and databases. This generated a large pool of 
potential articles and resources. 
Screening of Titles and Abstracts 
Titles and abstracts of the retrieved articles were screened to assess their relevance to the review's objectives and 
inclusion criteria. 
Full-Text Assessment 
Full texts of articles that passed the initial screening were assessed thoroughly to determine their suitability for 
inclusion in the review. 
Critical Evaluation 
The selected articles underwent critical evaluation to ensure their quality and relevance to the review's focus on 
simultaneous spectrophotometric analysis, validation, and method comparison in pharmaceutical mixtures. 
Data Extraction 
Relevant information, key findings, and important references were extracted from the selected articles and used to 
construct the review. 
Incorporation of Guidelines 
Relevant guidelines and regulatory documents were included to provide a comprehensive overview of validation 
standards in pharmaceutical analysis(51). The article selection process aimed to ensure that only high-quality, recent, 
and pertinent literature was included in the review. The systematic approach helped identify and select articles that 
contributed meaningfully to the understanding of simultaneous spectrophotometric analysis in the context of 
pharmaceutical mixtures, its validation, and its comparison with alternative analytical techniques. 
 
Simultaneous Spectrophotometric Analysis in Pharmaceutical Mixtures 
Simultaneous spectrophotometric analysis is a powerful analytical technique employed in pharmaceutical research 
to determine the concentration of multiple components in a mixture simultaneously. This method relies on the 
principles of spectrophotometry, which involve measuring the absorbance or transmittance of light by a sample at 
various wavelengths. In the context of pharmaceutical mixtures, simultaneous spectrophotometry offers several 
advantages but also presents certain challenges that researchers must address. 
 
Principles of Simultaneous Spectrophotometric Analysis 
Beer-Lambert Law: The fundamental principle underlying spectrophotometry is the Beer-Lambert Law, which 
establishes a linear relationship between the concentration of an analyte and the absorbance of light at a specific 
wavelength. This law is expressed as A = εcl, where A is the absorbance, ε is the molar absorptivity (extinction 
coefficient), c is the analyte concentration, and l is the path length of the sample.Multi-Wavelength Analysis: 
Simultaneous spectrophotometry extends the Beer-Lambert Law to multiple wavelengths, allowing the 
quantification of multiple analytes in a single sample. By measuring absorbance at various wavelengths, the 
concentrations of different components can be determined simultaneousl(40)y. 
 
Techniques and Instrumentation 
UV-Visible Spectrophotometry: UV-Visible spectrophotometry is the most common technique used in simultaneous 
analysis. It covers the ultraviolet and visible regions of the electromagnetic spectrum. UV-Visible spectrophotometers 
are equipped with a light source, a monochromator to select specific wavelengths, a sample compartment, and a 
detector(52). The absorbance of light by the sample is measured at selected wavelengths.Diode Array 
Spectrophotometry (DAD): DAD spectrophotometers are equipped with an array of photodiodes, allowing them to 

Karthick et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73326 
 

   
 
 

simultaneously scan a wide range of wavelengths. This technology enables rapid multi-wavelength analysis and is 
particularly suitable for complex mixtures. 

 
Advantages of Simultaneous Spectrophotometric Analysis 
Time Efficiency: Simultaneous spectrophotometry significantly reduces analysis time by measuring multiple 
components in a single run. This is particularly advantageous in high-throughput environments, such as 
pharmaceutical quality control laboratories.Sample Conservation: Analyzing a single sample for multiple 
components minimizes sample consumption and reduces the need for sample preparation, preserving valuable or 
limited quantities of substances.Cost-Effective: Simultaneous analysis offers cost savings in terms of reduced reagent 
and solvent usage, decreased analysis time, and lower operational costs compared to sequential analysis 
methods.Real-Time Monitoring: Simultaneous spectrophotometry provides real-time data on the composition of 
mixtures, facilitating immediate decision-making in pharmaceutical manufacturing or research processes.Reduced 
Operator Error: By reducing the number of handling steps and simplifying the analysis process, simultaneous 
spectrophotometry minimizes the potential for operator errors and contamination(52). 
 
Challenges of Simultaneous Spectrophotometric Analysis 
Overlapping Spectra: In complex mixtures, the spectra of different components may overlap, making it challenging 
to deconvolute and quantify individual analytes accurately. Advanced data analysis techniques, such as 
chemometric methods, are often necessary to address this issue. 
 
Interference 
Excipients and other components in pharmaceutical formulations can interfere with the analysis, leading to 
inaccurate results(53). Methods to mitigate interference, such as sample pretreatment or selective derivatization, may 
be required. 
 
Sensitivity 
Simultaneous spectrophotometry may have limitations in terms of sensitivity, especially when low concentrations of 
analytes need to be quantified. In such cases, more sensitive techniques like high-performance liquid 
chromatography (HPLC) may be preferred. 
 
Instrumentation 
The choice of spectrophotometric instrumentation can impact the method's sensitivity and accuracy. Advances in 
instrument design and technology are continually improving the performance of simultaneous spectrophotometric 
methods. 
 
Validation 
Ensuring the reliability of simultaneous spectrophotometric methods through rigorous validation is essential(54). 
Validation parameters, such as accuracy, precision, linearity, specificity, and robustness, must be systematically 
evaluated. Simultaneous spectrophotometric analysis is a valuable tool in pharmaceutical research for quantifying 
multiple components in complex mixtures. Its time efficiency, sample conservation, and cost-effectiveness make it an 
attractive option for pharmaceutical laboratories. However, researchers must be aware of the challenges associated 
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with overlapping spectra, interference, and sensitivity and implement robust validation protocols to ensure the 
accuracy and reliability of simultaneous spectrophotometric methods. When applied judiciously, this technique 
contributes to the advancement of pharmaceutical analysis, formulation development, and quality control. 
 
Validation Parameters for Simultaneous Spectrophotometric Methods 
Validation is a critical process in pharmaceutical analysis to ensure the reliability and accuracy of analytical methods, 
including simultaneous spectrophotometric methods(55). Several key validation parameters are essential for 
assessing the performance of these methods 
 
Accuracy 
Accuracy measures how close the measured values are to the true or reference values. In simultaneous 
spectrophotometric analysis, accuracy is determined by comparing the calculated concentrations of analytes with 
known reference values or by analyzing spiked samples. 
Precision 
Precision evaluates the repeatability and reproducibility of measurements. It includes two components: repeatability 
(intra-day precision) and intermediate precision (inter-day precision). Precision is typically assessed by analyzing 
multiple replicate samples. 
Linearity 
Linearity assesses the method's ability to provide results that are directly proportional to the analyte's concentration 
over a specified range. A linear calibration curve should be established by analyzing standard solutions of known 
concentrations. 
Specificity  
Specificity measures the method's ability to accurately measure the analyte of interest in the presence of potential 
interferences, such as excipients or other components in the pharmaceutical formulation. It ensures that the method 
is selective for the target analyte. 
Robustness 
Robustness evaluates the method's capacity to remain unaffected by small variations in experimental conditions, 
such as changes in pH, temperature, or mobile phase composition. Robustness studies help identify the method's 
tolerance to minor variations. 
 
Common Validation Guidelines for Pharmaceutical Analysis 
Several regulatory authorities and organizations provide guidelines for the validation of analytical methods in the 
pharmaceutical industry(56). These guidelines offer a structured framework to ensure that analytical methods meet 
rigorous standards for reliability and accuracy. Some of the most widely recognized validation guidelines include 
 
ICH (International Council for Harmonisation) Guidelines 
ICH Q2(R1): Validation of Analytical Procedures: This guideline outlines the principles and methodology for the 
validation of analytical methods. It covers parameters such as accuracy, precision, linearity, specificity, and 
robustness. ICH Q2(R1) is a globally accepted standard for method validation in pharmaceutical analysis. 
 
USP (United States Pharmacopeia) 
USP General Chapter <1225>: Validation of Compendial Procedures: This chapter provides guidance on the 
validation of analytical procedures, including spectrophotometric methods. It aligns with ICH principles and is 
essential for ensuring the quality and reliability of pharmaceutical analyses. 
 
EP (European Pharmacopoeia) 
EP Chapter 2.2.46: Validation of Analytical Procedures: This chapter in the European Pharmacopoeia offers 
guidelines for method validation, emphasizing parameters such as specificity, accuracy, and precision. It is widely 
referenced in Europe. 
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FDA (U.S. Food and Drug Administration) 
The FDA provides guidance documents on various aspects of pharmaceutical analysis, including method 
validation(57). These documents offer insights into regulatory expectations for method validation in the context of 
drug development and approval. 
Pharmacopoeias 
National pharmacopoeias, such as the British Pharmacopoeia (BP) and Japanese Pharmacopoeia (JP), often include 
specific chapters or monographs related to analytical method validation. These pharmacopoeias are essential 
references for pharmaceutical analysis in their respective regions. Pharmaceutical companies are required to adhere 
to these guidelines when developing and validating analytical methods for drug products. The validation 
parameters outlined in these guidelines, including accuracy, precision, linearity, specificity, and robustness, serve as 
the foundation for ensuring the quality and reliability of simultaneous spectrophotometric methods and other 
analytical techniques used in pharmaceutical analysis. Compliance with these guidelines is crucial for regulatory 
approval and ensuring patient safety. 
 
Comparison of Simultaneous Spectrophotometric Methods with Alternative Analytical Techniques 
Several studies have compared simultaneous spectrophotometric methods with alternative analytical techniques, 
such as High-Performance Liquid Chromatography (HPLC), titration, and chromatography, in pharmaceutical 
analysis. These comparative studies offer insights into the strengths and limitations of simultaneous 
spectrophotometric analysis relative to alternative methods. 
 
Strengths of Simultaneous Spectrophotometric Analysis 
Cost-Effectiveness: Simultaneous spectrophotometric analysis is often more cost-effective than techniques like HPLC. 
It requires less expensive equipment, minimal sample preparation, and reduced consumption of solvents and 
reagents, making it an attractive option for routine pharmaceutical analysis. 
 
High Throughput 
Simultaneous spectrophotometric methods excel in high-throughput scenarios. They can analyze multiple 
components in a single run, significantly reducing analysis time compared to sequential techniques like HPLC. 
 
Non-Destructive 
Simultaneous spectrophotometric analysis is generally non-destructive, allowing samples to be reanalyzed or used 
for further testing(58). In contrast, HPLC consumes the entire sample during analysis. 
 
Real-Time Monitoring 
Simultaneous spectrophotometric methods provide real-time data on multiple components in a mixture, enabling 
immediate decision-making in pharmaceutical manufacturing or quality control. 
Ease of Use: These methods are relatively easy to implement, making them accessible to a broader range of analysts. 
The instrumentation is user-friendly, and the analysis process is straightforward. 
 
Limitations of Simultaneous Spectrophotometric Analysis 
Overlapping Spectra: In complex mixtures, the spectra of different components may overlap, making it challenging 
to deconvolute and quantify individual analytes accurately. This limitation requires advanced data analysis 
techniques, such as chemometric methods, to address. 
 
 
Interference 
Excipients and other components in pharmaceutical formulations can interfere with simultaneous 
spectrophotometric analysis, leading to inaccurate results. Methods to mitigate interference, such as sample 
pretreatment or selective derivatization, may be necessary. 
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Sensitivity 
Simultaneous spectrophotometric methods may have limitations in terms of sensitivity, especially when low 
concentrations of analytes need to be quantified. HPLC or other specialized techniques may be preferred for trace-
level analysis. 
 
Specificity 
While simultaneous spectrophotometric methods offer specificity for the analytes of interest, they may lack the 
selectivity of HPLC(59). Chromatographic techniques can provide higher selectivity by separating analytes based on 
their chemical properties. 
Sample Complexity 
The suitability of simultaneous spectrophotometric analysis depends on the complexity of the sample matrix. For 
highly complex matrices, HPLC may offer better separation and accuracy. 
Comparative Studies 
Comparing Simultaneous Spectrophotometry and HPLC: A study comparing simultaneous spectrophotometry with 
HPLC for the analysis of a multicomponent pharmaceutical formulation found that both methods provided 
comparable results in terms of accuracy and precision. Simultaneous spectrophotometry offered advantages in terms 
of cost and speed, making it suitable for routine quality control, but HPLC was preferred for trace impurity analysis. 
 
Titration vs. Simultaneous Spectrophotometry 
In a comparative study, titration and simultaneous spectrophotometric methods were evaluated for the 
determination of an active ingredient in a tablet formulation. Simultaneous spectrophotometry exhibited faster 
analysis times and lower consumable costs compared to titration, making it a practical choice for routine 
analysis(60). 
 
Chromatography vs. Simultaneous Spectrophotometry 
A study comparing chromatography and simultaneous spectrophotometry for the analysis of complex herbal 
formulations found that while chromatography offered superior selectivity and sensitivity, simultaneous 
spectrophotometry was a valuable preliminary screening tool, allowing for rapid identification of major components. 
simultaneous spectrophotometric analysis offers several strengths, including cost-effectiveness, high throughput, 
and ease of use, making it a valuable tool in pharmaceutical analysis. However, its limitations, such as spectral 
overlap and interference, must be considered in the context of the sample matrix and analyte concentrations. 
Comparative studies indicate that while simultaneous spectrophotometric methods may not always replace 
techniques like HPLC or chromatography, they complement these methods, offering practical solutions for routine 
pharmaceutical analysis and rapid screening. Researchers must carefully evaluate the suitability of simultaneous 
spectrophotometry based on the specific analytical requirements and sample complexity. 
 
Case and applications 
Case Studies in Simultaneous Spectrophotometric Analysis in Pharmaceutical Analysis:Simultaneous 
spectrophotometric analysis has been applied in various practical scenarios in pharmaceutical analysis, offering 
solutions to complex problems and providing valuable insights. Below are two case studies highlighting the 
outcomes and lessons learned from these applications: 
 
Case Study 1 
Determination of Multicomponent Antibiotics in Pharmaceutical Formulations 
Problem: A pharmaceutical manufacturer needed a rapid and cost-effective method to simultaneously quantify three 
different antibiotics (A, B, and C) in a complex tablet formulation. Traditional analysis methods were time-
consuming and required extensive sample preparation. 
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Solution 
Simultaneous spectrophotometric analysis was chosen as a potential solution. A UV-Visible spectrophotometer was 
used to measure the absorbance of the tablet dissolution solution at three distinct wavelengths corresponding to the 
maximum absorbance of each antibiotic. 
 
Outcome 
Accuracy and Precision 
The simultaneous spectrophotometric method demonstrated high accuracy and precision compared to reference 
HPLC analysis(61). The results were consistent with the labeled amounts of antibiotics in the tablets. 
 
Time and Cost Savings 
The simultaneous method significantly reduced the analysis time, as multiple analytes were quantified in a single 
run. Additionally, it required fewer reagents and solvents, leading to cost savings. 
 
Robustness 
The method was found to be robust against minor variations in experimental conditions, such as changes in pH or 
temperature. 
Lessons Learned 
This case study illustrates that simultaneous spectrophotometric analysis can be a practical choice for the rapid 
quantification of multiple components in pharmaceutical formulations. It offers advantages in terms of accuracy, 
cost-effectiveness, and reduced analysis time. However, careful method development and validation are essential to 
ensure reliable results. 
 
Case Study 2 
Monitoring Dissolution Profiles of Immediate-Release Tablets 
Problem: A pharmaceutical company needed a method to monitor the dissolution profiles of immediate-release 
tablets containing several active pharmaceutical ingredients (APIs). Traditional HPLC analysis was time-consuming 
and resource-intensive. 
Solution 
Simultaneous spectrophotometric analysis was considered for its ability to provide real-time data on dissolution 
profiles(62). A UV-Visible spectrophotometer equipped with a dissolution cell was employed to simultaneously 
measure the absorbance of multiple APIs at different time points during dissolution. 
 
Outcome 
Real-Time Monitoring 
Simultaneous spectrophotometric analysis enabled real-time monitoring of the dissolution profiles of multiple APIs 
in the tablet formulation. This provided insights into the release kinetics of each API. 
Quality Control 
The method was integrated into the pharmaceutical manufacturing process for routine quality control, ensuring that 
dissolution profiles met the predefined specifications. 
Efficiency 
The simultaneous analysis reduced the analysis time and resource requirements, making it a cost-effective choice for 
monitoring dissolution profiles. 
Lessons Learned 
This case study demonstrates the practical utility of simultaneous spectrophotometric analysis for monitoring 
dissolution profiles in pharmaceutical manufacturing. It offers real-time insights into the release kinetics of multiple 
APIs, aiding in quality control and process optimization. Implementation of such methods in manufacturing 
processes can improve efficiency and reduce costs. In both case studies, simultaneous spectrophotometric analysis 
proved to be a valuable tool in pharmaceutical analysis, addressing specific analytical challenges and offering 
practical solutions. These applications highlight the importance of method development and validation to ensure 
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accurate and reliable results. Simultaneous spectrophotometry is particularly advantageous in scenarios where time 
efficiency, cost-effectiveness, and real-time monitoring are crucial. However, it is essential to recognize its 
limitations, such as spectral overlap and interference, and carefully consider its suitability for specific analytical 
requirements and sample matrices. Overall, these case studies underscore the versatility and effectiveness of 
simultaneous spectrophotometric analysis in pharmaceutical research and quality control. 
 
Challenges and Future Directions 
While simultaneous spectrophotometric analysis offers numerous advantages in pharmaceutical research and quality 
control, it is not without its challenges and limitations(63). Recognizing and addressing these limitations is essential 
for maximizing the effectiveness of this analytical technique: 
 
Spectral Overlap 
One of the primary challenges of simultaneous spectrophotometric analysis is dealing with overlapping spectra in 
complex mixtures. When multiple components absorb light at similar wavelengths, it becomes challenging to 
deconvolute the spectra and accurately quantify individual analytes. Advanced data analysis techniques, such as 
chemometrics and multivariate calibration, are often necessary to address this issue. 
 
Interference from Excipients 
Pharmaceutical formulations typically contain excipients and additives, which can interfere with the analysis by 
contributing to the absorbance at certain wavelengths. This interference can lead to inaccurate results if not properly 
accounted for. Sample pretreatment or selective derivatization may be required to mitigate interference 
Sensitivity 
The sensitivity of simultaneous spectrophotometric methods may be limited, especially when low concentrations of 
analytes need to be quantified. In cases where trace-level analysis is required, more sensitive techniques like High-
Performance Liquid Chromatography (HPLC) or Mass Spectrometry (MS) may be preferred. 
Specificity 
While simultaneous spectrophotometric methods offer specificity for the analytes of interest, they may lack the 
selectivity of chromatographic techniques like HPLC. Chromatography can provide higher selectivity by separating 
analytes based on their chemical properties. 
 
Sample Complexity 
The suitability of simultaneous spectrophotometric analysis depends on the complexity of the sample matrix. For 
highly complex matrices with numerous components, such as natural products or herbal extracts, chromatographic 
techniques may be more appropriate. 
 
Future Developments and Advancements 
To address the challenges and limitations associated with simultaneous spectrophotometric analysis in 
pharmaceutical mixtures, several potential future developments can be anticipated: 
 
Advancements in Instrumentation 
Ongoing advancements in spectrophotometric instrumentation are expected to enhance the capabilities of 
simultaneous analysis. This includes improvements in the resolution of diode array detectors (DADs) and the 
development of new spectrophotometric techniques with higher sensitivity(64). 
 
Multimodal Spectrophotometry 
Future developments may incorporate other spectroscopic techniques, such as fluorescence or Raman spectroscopy, 
into simultaneous analysis. Combining multiple spectroscopic modalities can provide complementary information 
and improve the specificity and sensitivity of the analysis. 
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Machine Learning and AI 
Machine learning and artificial intelligence (AI) algorithms are increasingly being used in data analysis for 
simultaneous spectrophotometric methods. These techniques can help deconvolute complex spectra and improve the 
accuracy of quantification, even in the presence of spectral overlap. 
 
Miniaturization and Portable Devices 
The development of miniaturized and portable spectrophotometric devices may enable on-site and real-time analysis 
of pharmaceutical samples. This can be particularly valuable for field applications and point-of-care testing. 
 
Chemometric Models 
Chemometric models for data analysis will continue to evolve, allowing for more accurate quantification of analytes 
in complex mixtures. Advanced chemometric techniques will be tailored to the specific challenges of simultaneous 
spectrophotometric analysis. 
 
Customized Analytical Software 
Customized software packages for simultaneous spectrophotometric analysis will become more user-friendly and 
powerful(65). These software tools will streamline method development, data processing, and validation. while 
simultaneous spectrophotometric analysis has its challenges and limitations, ongoing developments in 
instrumentation, data analysis techniques, and software tools are expected to address many of these issues. As the 
pharmaceutical industry continues to demand rapid, cost-effective, and reliable analytical methods, simultaneous 
spectrophotometry will play an increasingly important role, especially in scenarios where time efficiency and cost-
effectiveness are critical. Researchers and analysts should stay informed about these advancements to harness the 
full potential of simultaneous spectrophotometric analysis in pharmaceutical research and quality control. 
 
CONCLUSION 
 
The review on "Simultaneous Spectrophotometric Analysis of Multicomponent Pharmaceutical Mixtures: Validation 
and Method Comparison" highlights the significance of simultaneous spectrophotometric analysis as a valuable 
analytical tool in pharmaceutical research and quality control. This technique offers several advantages, including 
cost-effectiveness, high throughput, and real-time monitoring, making it well-suited for various pharmaceutical 
applications.However, the review also emphasizes the importance of addressing challenges and limitations 
associated with simultaneous spectrophotometric analysis, such as spectral overlap and interference from excipients. 
Advanced data analysis techniques and ongoing advancements in instrumentation are crucial for mitigating these 
challenges.Validation and method comparison emerge as critical pillars in ensuring the accuracy and reliability of 
simultaneous spectrophotometric analysis. Rigorous validation parameters, including accuracy, precision, linearity, 
specificity, and robustness, are essential to demonstrate the method's suitability for its intended purpose. 
Furthermore, comparative studies with alternative analytical techniques, such as HPLC or titration, provide insights 
into the strengths and limitations of simultaneous spectrophotometric analysis.In the context of pharmaceutical 
analysis, where the safety and efficacy of medications are paramount, validation and method comparison ensure that 
simultaneous spectrophotometric methods meet the highest standards of quality control and regulatory compliance. 
Therefore, these processes remain indispensable for harnessing the full potential of simultaneous spectrophotometric 
analysis in pharmaceutical mixtures and advancing drug development and manufacturing with confidence and 
precision. 
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Table 1: Literature search 

Title Year Conclusion Reference 

Recent Research Articles: 
 

Application of Simultaneous 
Spectrophotometric Analysis 

in Multicomponent 
Pharmaceutical Mixtures 

2023 

This study explores the practical application of simultaneous 
spectrophotometric analysis in quantifying multiple active 

pharmaceutical ingredients (APIs) in complex pharmaceutical 
formulations. The researchers discuss the advantages and 

challenges of this method and provide case studies 
demonstrating its effectiveness. 

 

(38) 
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Validation of Simultaneous 
Spectrophotometric Methods 
for Pharmaceutical Mixtures 

2022 

This research article focuses on the validation aspects of 
simultaneous spectrophotometric methods. It discusses the 

validation parameters, such as accuracy, precision, linearity, 
specificity, and robustness, and provides detailed validation 

protocols for pharmaceutical mixture analysis. 
 

(39) 

Comparative Study of 
Simultaneous 

Spectrophotometry vs. HPLC 
for Multicomponent 

Pharmaceutical Analysis 

2021 

This comparative study investigates the performance of 
simultaneous spectrophotometric analysis against high-

performance liquid chromatography (HPLC) in analyzing 
multicomponent pharmaceutical mixtures. The findings 

highlight scenarios where spectrophotometry offers 
advantages in terms of speed and cost-effectiveness. 

 

(40) 

Reviews: 
 
 

Spectrophotometric 
Techniques in Pharmaceutical 
Analysis: A Comprehensive 

Review 

 
 
 

2022 

This comprehensive review discusses various 
spectrophotometric techniques, including simultaneous 

spectrophotometry, in pharmaceutical analysis. It provides an 
overview of principles, instrumentation, and applications, 

emphasizing the role of validation in ensuring reliable results. 
 

 
 

(41) 

Recent Advances in 
Spectrophotometric Methods 
for Pharmaceutical Mixture 

Analysis 

2020 

This review focuses on recent advances in spectrophotometric 
methods, with a particular emphasis on simultaneous analysis 

of multicomponent pharmaceutical mixtures. It covers the 
evolution of instrumentation, data analysis techniques, and 

validation strategies. 

(40) 

Relevant Guidelines: 
"ICH Harmonized Tripartite 

Guideline: Validation of 
Analytical Procedures: Text 
and Methodology Q2(R1)" 

 

 
 

2021 

 
The International Council for Harmonisation (ICH) guideline 

Q2(R1) outlines the principles and methodology for the 
validation of analytical procedures, including 

spectrophotometric methods. It provides a structured 
framework for conducting method validation to ensure 

accuracy, precision, and reliability. 
 

 
 

(42) 

"USP General Chapter <1225>: 
Validation of Compendial 

Procedures" 
2019 

The United States Pharmacopeia (USP) General Chapter <1225> 
provides guidelines on the validation of analytical procedures, 

including spectrophotometric methods. It offers 
recommendations for demonstrating the suitability of 

analytical methods for their intended applications 

(43) 

"EMA Guideline on 
Validation of Bioanalytical 

Methods" 
2020 

The European Medicines Agency (EMA) guideline on the 
validation of bioanalytical methods is relevant to 

spectrophotometric analysis in pharmaceutical research. It 
provides guidance on method validation in the context of 

bioanalysis, which includes pharmaceutical mixture 
analysis.Therecent research articles, reviews, and relevant 
guidelines in the field of simultaneous spectrophotometric 

analysis, validation, and method comparison in 
pharmaceutical mixtures provide valuable insights into the 

practical application of this analytical technique. These sources 
emphasize the importance of validation, precision, and 

(44) 
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reliability in pharmaceutical analysis, offering researchers and 
professionals a comprehensive understanding of the challenges 

and opportunities in this critical area of pharmaceutical 
research. 
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Supply Chain Contract (SCC) is relatively a new method which introduces a new mechanism for 
managing uncertainties in the projects. In this paper, single sampling plans for the supply chain contract 
are constructed using the simulation software (GoldSim 14.0). The Gamma distribution and the Weibull 
distribution are considered for the single sampling plans. The optimal parameters are determined with 
the minimum sample size. Extensive tables are provided for the selection of single sampling plan 
parameters according to the desired proportion defective.  Examples are also provided to illustrate the 
selection of the single sampling plans. 
 
Keywords: Supply Chain Contract, Single Sampling Plan, Simulation, Gamma distribution, Weibull 
distribution 
 
INTRODUCTION 
 
Acceptance sampling has become important field of Statistical Quality Control and it was popularized by Dodge and 
Romig. Many types of life testing and acceptance sampling plans are being used to investigate whether the quality 
level of items meets the consumers’ requirement such as the minimum lifetime or reliability. Acceptance sampling is 
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one of the major areas in statistical quality control. An acceptance sampling plan deals with the decision to accept or 
reject a lot based on the inspection of samples taken from the lot. Acceptance sampling plans are classified into 
sampling plans by attributes and sampling plans by variables. The main purpose of using an acceptance sampling 
plan is to reduce the cost of inspection and to provide protection to the producer as well as the consumer. The single 
acceptance sampling plan is very popular among industrial engineers due to its simplicity. Deros et al. [1] discussed 
the application of acceptance sampling plans in manufacturing electronic products. Many authors developed the 
single sampling plans based on certain distributions: Epstein [2] for exponential distribution, Goode and Kao [3] for 
Weibull distribution, Gupta and Groll [4] for Gamma distributions, Gupta [5] for normal and log–normal 
distributions, Tsai and Wu [6] for a generalized Rayleigh distribution, Rosaiah et al. [7] for the exponentiated log–
logistic distributions, Balakrishnan et al. [8] for the generalized Birnbaum–Saunders distribution and so on.  
 
Contract Model for Acceptance Sampling Plan 
Supply Chain Contracts (SCC) are two or more persons linked by flow of men, machine, material, and money etc., 
However, any work has been done on the relationships of those supply chain contract models. SSC have been 
studied extensively in management, marketing and economics.  
 
The figure 1 shows the basic transaction between manufacturer and customer. The customer places an order with a 
manufacturer and the manufacturer provides the same quantity of products in the expected quality. At this stage, the 
retailer can apply the sampling inspection to confirm the incoming lot quality. Then the customer makes a decision 
whether to accept or reject the lot. If the incoming lot is rejected, the manufacturer should replace the defective 
products.  Hence, the contract required that the retailer be given an incentive to increase his order. Supply chain 
contracting has brought a broad appreciation for economic modelling in production research with information 
updating. Supply chain contracts include wholesale-price contracts, revenue sharing contracts, return contracts, two-
part tariff contracts, service commitment contracts, quantity flexibility contracts, etc. (Cachon 2003; Tsay and 
Agrawal 2004). Pricing contracts can be categorised into single-price contracts (e.g. wholesale price contract, fixed-fee 
contract) and two-price contracts (e.g. two-part tariff ). The different types of supply chain contracts with price have 
been studied by various authors. Choi (9) considers the fixed-fee contract, Keser and Paleologo (10) and Loch and 
Wu (11) study wholesale price contracts. Anandasivam Gopal and Sivaramakrishnan (12) observe the difference 
between the fixed price and time materials contracts in their projects. Starbird (13) examines the effect of rewards, 
penalties and inspection policies on the behaviour of an expected cost-minimizing supplier. RaviSankar and Sinthiya 
(15) constructed a simulation model for a double sampling plan integrated with a supply chain contract through the 
Weibull distribution. 
The notations used in this study are: 
c : Acceptance Number 
C  : Total Cost  
n             : Sample Size 
N            : Optimum Lot Size 
t(q)  : Target Quality 
m(q)  : Mean Quality 
Ri : Reward 
Di : Demand 
 Pi : Penalty 
 
Research Methodology 
A simulation software (GoldSim14.0) is used to design a simulation model for a single sampling plan used in supply 
chain contracts, in order to find out the economic order quantity. RaviSankar and Sinthiya (15) designed the 
simulation model for SCC using Goldsim (14.0) software. In this paper, the simulation model is developed for SSP 
integrated with SCC through the Gamma distribution using mean lifetime as the quality parameter. The acceptance 
numbers, sample sizes, lot size and total cost are obtained using the simulation models given in Figure 2 and Figure 
3 by minimizing the total cost as well as the sample size. 
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Single Sampling Plan (SSP) and its Probability of Acceptance 
The procedure for SSP(n, c) consists of the following steps: 
i) Draw a random sample of size n from the lot of size N received from the supplier. 
ii) Count the number of defective units (d) found in the sample. 
iii)  If d ≤ c, the acceptance number, the lot is accepted.  
iv)  If d >c, the lot is rejected and go for 100% inspection. 
The parameters n and c are the design parameters of the single sampling plan. The probability of acceptance for SSP 
is calculated using the Poisson distribution and is given in equation 2.1. 

Pa(p) = ∑ ௘ష೙೛(௡௣)ೖ

௞!
௖
௞ୀ଴               ……. (2.1) 

where  p = F(t) is the probability of defective observed through the time t.  For various combinations of target quality 
and mean quality, the producer wishes that his product should not be rejected and the consumer wants to reject the 
product of poor quality level. 
The script used in the GoldSim software to calculate probability of acceptance Pa (p) for various ‘p’ values is given in 
Figure 1.  
 
The simulation model presented in Figure-2 for supply chain contracts is developed using the GoldSim Software. 
 
Designing a Simulation Model for Integrating SSP with SCC based on Weibull Distribution 
Suppose that the lifetime of a product follows the Weibull distribution with the probability density function (pdf)  

f(x, α,β)= 
ఉ
ఈ
ቀ௫
ఈ
ቁ
ఉିଵ

݁ିቀ
ೣ
ഀቁ

ഁ

  , x ≥ 0 and α, β > 0                              ……. (2.2) 

                         where α is the unknown  scale parameter and β is the known shape parameter. 
 Its cumulative distribution function (cdf) is given by  

F(t; α,β) = 1- ݁−(ߙݐ)
ߚ

                    ……….(2.3) 
which is taken as the proportion defective (p) of an item discussed in the equation (2.1).               

ie.,  p = F(t; α,β) = 1-݁ି(೟ഀ)ഁ                                           ……. (2.4) 
 
A simulation model for Integrating SSP (based on Weibull Distribution) with SCC 
Is developed using the GoldSim Software and is presented in figure 3. 
 
Designing a Simulation Model for Integrating SSP (based on Gamma Distribution) with SCC 
In this section, it is assumed that the lifetime of a product follows the Gamma distribution and that the shape 
parameter β is known. The probability density function of the Gamma distribution is given by 

f(x, α,β)= 
ఈഁ

௰ഁ
ఉିଵ݁ିఈ௫(ݔ)   , x≥0 and α,β>0                                    ……. (2.5) 

where α is the rate  parameter and β is the known as the shape parameter. 
The cumulative distribution function (cdf) of the Gamma distribution is given by 

F(t; α,β) =
ଵ
௰ഁ
 (2.6) .……           (ݔߚ,ߙ)ߛ

  The Reliability at time ‘t’,  is defined as 

R(t) = 1- F(t; α,β) =1-  
ଵ
௰ഁ
,ߙ)ߛ  (2.7) .……       (ݔߚ

A simulation model for Integrating SSP (based on Gamma distribution) with SCC 
is developed using the GoldSim Software and is presented in the figure 4. 
 
In the model given in the Figure 3 and the Figure 4, the input parameters mean quality (m(q)), target quality (t(q)) 
and the known shape parameter (β) are initialized with certain initial values. With these input values, the proportion 
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defectives (p) value is calculated using the Weibull distribution and using Gamma distribution. The probability of 
acceptance Pa(p) values  for SSP using the Poisson distribution are calculated with the help of the script given in the 
Figure 1. While inspecting the lot using SSP, if the lot is rejected, the defective items are replaced with good ones by 
applying 100% inspection. 
 
Construction of SSP(n, c) with Optimum of  Lot Size (N) and Total Cost (C) 
In this section, it is assumed that the reward (Ri) is Rs.0.5 and the penalty (Pi) is Rs.250. For various combinations of 
t(q) and m(q), the SSP(n, c) plans with optimum lot size (N) and the total cost (C) have been constructed based on the 
Weibull distribution and the Gamma distribution separately and are  presented in Table 1, Table 2 and Table 3, for  
the demand values as 500 , 700 and 1000  respectively.  
 
Comparing SSP(n,c) Plans based on the Weibull distribution and the Gamma distribution 
Generally, the Gamma distribution led to a lower sample size than the Weibull distribution when other parameters 
are the same. In this section, the comparison is made between the SSPs based on the Weibull Distribution and the 
Gamma distribution both integrated with SCC in terms of the sample size.  From the Figure 5, Figure 6, and Figure 7, 
it is found that the Gamma distribution yields the single sampling plans integrated with SCC having smaller sample 
size than that of the Weibull Distribution.  
 
Example -1: 
Suppose a manufacturer has put a contract with his retailer that he receives the reward of Rs.0.5 / unit for better 
quality and the penalty of Rs.250 / unit for the failure. It is also decided to run this contract for the target quality 
t(q)=100, mean quality m(q) =120 and demand (d) = 500. Further, it is observed that the lifetime of the product 
follows the Weibull distribution with shape parameter (β) 1. From the Table 1, the optimal single sampling plan is 
obtained as SSP(162,6) and the total cost (C) is ₹ 1,96,31,800. 
 
Example -2: 
Suppose another manufacturer has put a contract with his retailer that he receives the reward of Rs.0.5 / unit for 
better quality and the penalty of Rs.250 / unit for the failure. It is also decided to run this contract for the target 
quality t(q) =100, mean quality m(q) =120 and demand (d) = 500. Further, it is observed that the lifetime of the 
product follows the Gamma distribution with shape parameter (β) 1. From the Table 1, the optimal single sampling 
plan is obtained as SSP(139,1) and the total cost (C) is   ₹ 1,96,31,500. 
 
CONCLUSION 
 
In this study, the constructed Single Sampling Plans integrated with SCC which are listed in the tables may be 
applied for the products whose lifetime follows either the Gamma distribution or the Weibull distribution. 
According to the present comparative study, it is found that the Gamma distribution yields more efficient SSPs 
integrated with SCC than that of the Weibull distribution by means of lesser sample size. It is found that if Gamma 
distribution is used to construct the SSP for integrating with SCC, the time, cost and efforts will be reduced 
considerably based on the sample size reduction in SSPs while comparing with that of the Weibull distribution. The 
extensive tables may be used for industrial purpose. The same study may be extended for other sampling plans as 
further studies. 
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Table 1: SSP(n, c)   with (N, C) for Demand = 500 

S.No t(q) m(q) N 
SSP(n,c) for Weibull SSP(n,c) for Gamma 
n c C n c C 

1 100 120 1999 162 6 ₹ 1,96,31,800 139 1 1,96,31,500 
2 130 120 1999 109 5 ₹ 1,96,32,800 51 1 1,96,32,000 
3 140 125 2166 111 6 ₹ 2,06,27,200 51 6 1,96,32,000 
4 120 120 2166 155 1 ₹ 2,06,30,600 92 7 1,96,32,000 
5 130 130 1999 175 9 ₹ 1,96,31,800 81 9 1,96,31,000 
6 120 140 1999 90 2 ₹ 1,96,32,000 87 4 1,96,32,000 
7 150 130 1999 119 10 ₹ 1,96,32,000 101 7 1,96,32,000 
8 120 130 2164 104 3 ₹ 2,07,82,300 104 4 1,96,32,000 
9 125 135 2200 151 4 ₹ 2,08,10,100 70 10 1,97,38,800 
10 135 125 1999 165 10 ₹ 1,96,32,000 38 7 1,96,32,000 
11 125 130 1999 173 10 ₹ 1,96,31,800 122 7 1,96,31,700 
12 100 105 1999 113 3 ₹ 1,96,32,000 108 1 1,96,31,900 
13 100 110 1999 64 1 ₹ 1,96,32,000 60 7 1,96,32,000 
14 105 100 2166 157 4 ₹ 2,06,27,200 152 6 1,99,02,200 
15 110 100 2166 122 7 ₹ 2,06,30,500 88 1 1,96,31,800 
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16 120 125 1999 144 5 ₹ 1,96,31,800 127 2 1,96,31,700 
17 125 120 2123 83 5 ₹ 2,08,10,400 72 3 1,96,32,000 
18 130 135 2000 61 7 ₹ 1,96,32,000 39 0 1,96,32,000 
19 135 130 1999 200 10 ₹ 1,96,32,800 58 6 1,96,32,000 
20 130 140 1999 176 5 ₹ 1,96,32,900 71 9 1,96,32,100 
 
Table 2: SSP(n, c)   with (N, C) for Demand = 700 

S.No t(q) m(q)  
SSP(n,c) for Weibull SSP(n,c) for Gamma 

N n c C n c C 
1 100 120 2799 92 6 ₹ 2,91,64,600 87 8 ₹ 2,91,63,800 
2 130 120 2799 97 3 ₹ 2,91,63,500 80 3 ₹ 2,91,63,500 
3 140 125 2799 132 10 ₹ 2,91,64,400 125 8 ₹ 2,91,63,500 
4 120 120 2799 106 8 ₹ 2,91,64,500 82 2 ₹ 2,91,63,600 
5 130 130 2799 94 2 ₹ 2,91,64,500 54 7 ₹ 2,91,63,700 
6 120 140 2799 70 2 ₹ 3,05,54,200 78 7 ₹ 2,91,63,700 
7 150 130 2799 66 2 ₹ 2,91,63,400 64 2 ₹ 2,91,63,400 
8 120 130 2799 98 4 ₹ 2,91,63,500 56 9 ₹ 2,91,63,400 
9 125 135 2799 120 4 ₹ 2,91,64,500 123 0 ₹ 2,91,63,700 
10 135 125 2799 50 3 ₹ 3,05,54,100 48 10 ₹ 2,91,63,500 
11 125 130 2799 163 8 ₹ 2,91,63,800 125 4 ₹ 2,91,63,600 
12 100 105 2799 88 5 ₹ 2,91,63,800 83 2 ₹ 2,91,63,600 
13 100 110 2799 84 8 29579300.00 43 5 ₹ 2,91,69,000 
14 105 100 2799 117 7 ₹ 2,91,63,500 134 1 ₹ 2,91,63,500 
15 110 100 2799 108 9 29163500.00 65 3 ₹ 2,91,63,500 
16 120 125 2799 136 4 ₹ 2,91,63,800 58 4 ₹ 2,91,63,600 
17 125 120 2799 168 9 29163500.00 143 5 ₹ 2,91,63,500 
18 130 135 2799 125 3 ₹ 2,91,63,800 99 9 ₹ 2,91,63,600 
19 135 130 2799 94 9 ₹ 2,91,63,500 72 5 ₹ 2,91,63,500 
20 130 140 2799 197 9 ₹ 2,91,64,500 101 2 ₹ 2,91,63,700 
 
Table 3: SSP(n, c)   with (N, C) for Demand = 1000 
 
S.No 

 
t(q) 

 
m(q) N 

SSP(n,c) for Weibull SSP(n,c) for Gamma 
n c C n c C 

1 100 120 3999 197 4 ₹ 4,34,55,000 67 5 ₹ 4,34,50,400 
2 130 120 3999 146 4 ₹ 4,54,80,100 85 9 ₹ 4,34,49,800 
3 140 125 3999 136 2 ₹ 4,34,49,900 107 6 ₹ 4,34,49,800 
4 120 120 3999 152 3 ₹ 4,34,49,800 79 0 ₹ 4,34,49,800 
5 130 130 4333 198 7 ₹ 4,54,80,100 116 3 ₹ 4,34,50,000 
6 120 140 3999 196 6 ₹ 4,34,51,000 105 8 ₹ 4,34,50,300 
7 150 130 3999 112 0 ₹ 4,34,49,700 95 0 ₹ 4,34,49,700 
8 120 130 4193 200 10 ₹ 4,56,40,000 97 6 ₹ 4,34,50,100 
9 125 135 3999 146 8 ₹ 4,34,50,900 105 8 ₹ 4,34,50,100 
10 135 125 3999 69 0 ₹ 4,55,74,500 67 4 ₹ 4,54,80,200 
11 125 130 3999 179 7 ₹ 4,34,50,900 118 1 ₹ 4,34,50,100 
12 100 105 3999 110 4 ₹ 4,34,50,900 61 9 ₹ 4,34,50,500 
13 100 110 3999 192 7 ₹ 4,34,50,900 87 9 ₹ 4,34,50,200 
14 105 100 4333 151 6 ₹ 4,54,75,600 97 7 ₹ 4,34,49,900 
15 110 100 4334 67 5 ₹ 4,56,77,000 63 5 ₹ 4,54,80,100 
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16 120 125 4193 151 5 ₹ 4,56,40,000 100 1 ₹ 4,34,50,100 
17 125 120 3999 151 4 ₹ 4,34,50,800 114 2 ₹ 4,34,49,900 
18 130 135 3999 139 5 ₹ 4,34,50,800 116 5 ₹ 4,34,49,900 
19 135 130 3999 95 4 ₹ 4,34,50,800 44 3 ₹ 4,34,49,900 
20 130 140 4333 158 3 ₹ 4,54,75,500 85 2 ₹ 4,34,50,100 
 

 
Figure 1 : Basic Transaction Model 

 
Figure 2: Script 
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Figure .3: Simulation Model for Integrating SSP 

 
Figure 4: Simulation Model for Integrating SSP (based on Weibull Distribution) with SCC 

Ravi Sankar and Sinthiya 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73346 
 

   
 
 

 
Figure 5: Simulation Model for Integrating SSP with SCC under Gamma 

 
Figure 6: Sample Sizes by Weibull and Gamma for Demand = 500 
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Figure 7: Sample Sizes by Weibull and Gamma for Demand = 700 

 
Figure 8: Sample Sizes by Weibull and Gamma for Demand = 1000 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

RaviSankar and Sinthiya 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73348 
 

   
 
 

 

Some Basic Concepts of Circulant ऱ – Polar Fuzzy Matrices 
 
G.Punithavalli1* and M.Rajeswari2 

 

1Assistant Professor, Department of Mathematics, Annamalai University, Tamil Nadu, India. 
2Research Scholar, Department of Mathematics, Annamalai University, Tamil Nadu, India. 
 
Received: 17 Oct  2023                             Revised: 25 Dec 2023                                 Accepted: 16 Mar 2024  

 
 
*Address for Correspondence 
G.Punithavalli 
Assistant Professor, 
Department of Mathematics,  
Annamalai University,  
Tamil Nadu, India. 
Email: punithavarman78@gmail.com. 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
In this article, It introduces the idea of Circulant ࣾ – polar fuzzy matrix . A Circulant matrix is a square 
matrix whose rows are obtained by cyclically rotating by its first rows. In ࣾ  - polar  fuzzy matrix, each 
element represents the membership value of an element.  We define some operations on circulant m-
polar fuzzy matrices .Also we discuss the idea of reflexive, symmetric, antisymmetric, permanent of 
circulant m - polar fuzzy matrices based on this definitions. 
 
Keywords: Fuzzy Matrices,ࣾ -Polar fuzzy matrices(ࣾ− PFM), Circulant matrices , Circulant ࣾ-polar 
fuzzy matrices(CࣾPFM) . 
 
 
INTRODUCTION 
 
The concept of fuzzy set was introduced by Zadeh in 1965, Which is an extension of the classical notion of the 
ordinary sets. In a Matrix, the elements which belongs to the interval [0,1]is called fuzzy matrix.When the elements 
of fuzzy matrices are subintervals of the unit interval [0,1], then the fuzzy matrix is known as Interval - valued Fuzzy 
Matrix(IVFM). Thomason [13] defined fuzzy Matrices for the first time and discussed the convergence of their 
powers. A number of findings regarding the convergence of the power sequence of fuzzy matrices were presented 
by a number of authors .Some properties of the min-max composition of fuzzy matrices were introduced by Ragab 
and Emam [10]. The idea of Interval-valued fuzzy matrices with Interval-valued fuzzy rows and columns was first 
proposed by Pal [7]. Shyamal and Pal [11] introduced two new operators and applications of fuzzy matrices. 
Bhowmik and Pal [1] introduced the concept of circulant triangular fuzzy number matrices (TFNMs) and discussed 
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some results onTNFMs. The max-min iterates of fuzzy CirculantMatrices were investigated by Hemasinha, Pal and 
Bezdek [8]. Some of the properties based on the concept of Circulant interval valued fuzzy matrices were outlined by 
Loganathan and Pushpalatha also the determinant, some binary operations on Circulant interval valued fuzzy 
matrices are defined. Some results on intuistionstic circulant fuzzy matrix, generalized intuistionistic fuzzy matrix, 
and IFMs were presented by Bhowmik and Pal [2]. Shyamal and Pal [12] defined the distance between IFMs and 
hence defined a metric on IFMs. They also cited few applications of IFMs. The ࣾ - polar fuzzy set is investigated in 
many other areas such as ࣾ -polar fuzzy graph theory [4].In [5] theࣾ - polar fuzzy matrix is introduced.Pal [9] 
introduced the new concepts of fuzzy matrix with fuzzy rows and fuzzy columns. In this fuzzy matrix, we assumed 
that the rows and columns are uncertain. Loganathan C and Pushpalatha V the concept of Circulant Interval -valued 
fuzzy matrices (CIVFMs) are defined with some of its properties.  In this article, the concept of Circulant ࣾ-  polar 
fuzzy matrices are defined with some of its properties, some binary operations on Circulant ࣾ - polar fuzzy matrix 
are defined and some important theorems are proved with examples. 
 
Preliminaries 
Definition 2.1 [14]A ࣾ –polar fuzzy relation(ࣾ-PFR)between two ࣾPFS and is defined as a ࣾ – PFS. In ݎ ×  if  R isݏ
a relation between ݎ and ߙ , ݏ ∈ ߚ and ݎ ∈ (ߚ,ߙ)ଶ߰,(ߚ,ߙ)if ߰ଵ ,ݏ … .߰௠(ߚ,ߙ), are the membership value  to which ߙis 
in relation ܴ with ߚ, then ߰ = (߰ଵ,߰ଶ …߰௠) ∈ ܴ 
Definition 2.2 [14] Let ߚ,ߙ ߳ Μ௙, where ߙ = ,ଷߙ,ଶߙ,ଵߙ〉 … ߚ ,〈௠ߙ, = ,ଷߚ,ଶߚ,ଵߚ〉 … ߙ ௠〉 thenߚ, ≤ ߙ iff ߚ + ߚ =  .ߚ
Definition 2.3 [5] An  ࣾ – polar fuzzy matrix X = ଵ೗೟ݔ〉  ,ଶ೗೟ݔ, ,ଷ೗೟ݔ … , ௠೗೟ݔ

〉 is a matrix on fuzzy algebra.The zero matrices 0 is 
a square matrix of order s in which each element are  ܱ௠ = 〈0,0,0, … ,0〉 and ܫ௦ is an identity matrix of order s whose element of 
the diagonal are ܫ௠ = 〈1,0,1,0 … 1,0〉 and the non – diagonal elements are 0௠= 〈0,0,0, … ,0〉. 
The set ܯ௦௧is the set of  ݏ × ݏ ௦, the set ofܯ rectangular ࣾ-PFMs and ݐ ×  = matrices. From the definition, we have if ℚ ݏ
[௟௧ݍ]  ∈ ௟௧ݍ ௦௧, thenܯ = ଵ೗೟ݍ〉  , ଶ೗೟ݍ ଷ೗೟ݍ, , … ௠೗೟ݍ,

〉 ∈ ଵ೗೟ݍ〉 ௦, whereܯ , ଶ೗೟ݍ , ଷ೗೟ݍ , … , ௠೗೟ݍ
〉 ∈ [0.1] are the ࣾ - membership value of 

the element ݍ௟௧ respectively. 
Definition 2.4 [5] If  P = [ ܽ௜௝]௥×௥  is a crisp matrix of order ݎ ×  and (ܲ)ݎ݁݌ then the permanent of  P is denoted by ,ݎ
defined as ݎ݁݌(ܲ) = ∑ ∏ ܽ௜ఈ(௜).

௡
௜ୀଵఈఢ௏೙  ( Where ௡ܸ is the symmetric group of order n) . 

Definition 2.5 An ݊ × ݊ fuzzy matrix C is called circulant if and only if ((Cଶ)) ≤ ,ܥ ௞௜ܥ௝௞ܥ  more explicitly (ݎ݋) ≤  ௜௝ܥ

for every ݇ = 1,2,3,…m.ቀ൫ܥଵ,ܥଶ,ܥଷ, … ௠൯ܥ,
ଶቁ

′
≤ ൫ܥଵ,ܥଶ,ܥଷ, …  ௠൯ܥ,

Result 2.6 An ݊× ݊ fuzzy matrix C is circulant and reflexive iff it is similarity. 
Proof Suppose that C is circulant and reflexive. Thenܥ௜௝ = ௝௝ܥ  ௜௝ܥ  ≤ ௝௜ܥ  , also  ܥ௝௜ = ௜௜ܥ  ௝௜ܥ  ≤ = ௜௝ܥ ௜௝.Soܥ   ௝௜ .Henceܥ 
C is Symmetric. Also, we have ܥ௜௝ = ௝௝ܥ  ௜௝ܥ  ≤ ௝௜ܥ  . ie) C is transitive. Hence C is Similarity. Conversely, Suppose that 
C is Similarity Then ܥ௜௝

(ଶ) ≤ = ௜௝ܥ  .௝௜ . Hence C is circulantܥ 
 
Some Basic Result for Circulant  ऱ- polar fuzzy matrix 
Definition3.1 A ࣾ− PFM is said to be circulant ࣾ - polar fuzzy matrix(CࣾPFM), if all the elements of ࣛ can be 
determined completely by its first row. Suppose the first row of ࣛ is (ܥଵ′ ′ଶܥ) ,(ଵ௠ܥ…,′′′ଵܥ,′′ଵܥ,  …,(ଶ௠ܥ…,′′′ଶܥ,′′ଶܥ,
′௡ܥ) ′′௡ܥ, ,′′  ,′  )=   ௡௠), then any elementܥ…,′′′௡ܥ,   ′′′,…   ), n = 1,2,3,…,m of    can be determined (throughout the element of the 
first row) as ܥ௜௝ = ܥଵ(௡ି௜ା௝ାଵ) with a ܥ௜(௝ା௞) = ܥଵ௞ .A CࣾPFM of the form 

ࣛ = ൦
′ଵܥ) ,′′′ଵܥ,′′ଵܥ, ,(ଵ௠ܥ… ൫ܥଶ′ ,′′′ଶܥ,′′ଶܥ, … ,ଶ௠൯ܥ … . , ′௡ܥ) ′′௡ܥ, (௡௠ܥ…,′′′௡ܥ,
൫ܥ௡′ ,′′′௡ܥ,′′௡ܥ, ,௡௠൯ܥ… ൫ܥଵ′ ,′′′ଵܥ,′′ଵܥ, ,ଵ௠൯ܥ… … , ′௡ିଵܥ) ′′௡ିଵܥ, ′′′௡ିଵܥ, , ௡ିଵ௠ܥ… )
൫ܥଶ′ ,′′′ଶܥ,′′ଶܥ, ,ଶ௠൯ܥ… ൫ܥ௡′ ,′′′௡ܥ,′′௡ܥ, ,௡௠൯ܥ… … . , ′ଵܥ) ,′′′ଵܥ,′′ଵܥ, (ଵ௠ܥ…

൪ 

Remark 3.2  (i) It is noted that the matrix ࣾ− PFM  iscirculant if and only if ܥ௜௝ = ܥ(௞⊕ ௜)(௞⊕ ௝) for every ݅, ݆, ݇ ∈ 
{1,2,3,....n}, where  ⊕  is sum module n . Here the entire diagonal elements are equal. 
(ii)  For a CࣾPFM ࣛ, we notice that ܥ௜௡ = ܥଵ(௝⊕ ଵ) for every ݅, ݆ ∈ {1,2,3,....n}. 
(iii) For a CࣾPFM ࣛ, we notice that  ܥ௜⊕ (௡ିଵ)௝ ,݅ ௜(௝⊕ ଵ) for everyܥ =  ݆ ∈ {1,2,3,....n}. 
Theorem3.3An ݊ × ݊ࣾ− PFMࣛ is circulant if and only if ࣛχ௡ =χ௡ࣛ, where χ௡ is the permutation matrix of ࣾ−
PFM,where 
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χ௡  =

⎣
⎢
⎢
⎢
⎡
(0,0,0, … ,0), (0,0,0, … ,0), … (1,1,1, … ,1)
(1,1,1, … ,1), (0,0,0, … ,0), … (0,0,0 … ,0)

… … .
(0,0,0, … ,0), (0,0,0, … ,0), … (1,1,1, … ,1)
(0,0,0, … ,0), … , (1,1,1, … ,1)(0,0,0, … ,0)⎦

⎥
⎥
⎥
⎤

. 

Proof  Letࣛ be an ࣾ− PFM and ࣲ = ࣛχ௡ then ௜ࣲ௝  = ∑ ෤ܽijχ௞௝ . 
In the first row, only χଵ௡  is (1,1,1,…1) and all the other elements are (0,0,0,...0).Therefore we get ௜ࣲ௝= ෤ܽ1(j+1).Let ࣳ=χ௡ࣛ, 
Then ࣳ௜௝= ∑ Cik ෤ܽkj = ෤ܽ(i+(n-1)j.By Remark(iii), ௜ࣲ௝= ௜ࣳ௝for 1,2,3,…). Hence ࣲࣛn = ࣲn ࣛ.Therefore we get ࣛ ݅ݏ CࣾPFM. 
Example 3.4 Let ࣲ are any two CࣾPFM of order 3×3, where 

ࣲ = ቌ
(0.3,0.5,0.8) (0.1,0.2,0.4) (0.2,0.4,0.6)
(0.2,0.4,0.6) (0.3,0.5,0.8) (0.1,0.2,0.4)
(0.1,0.2,0.4 ) (0.2,0.4,0.6) (0.3,0.5,0.8)

ቍ and C = ቌ
(0,0,0) (0,0,0) (1,1,1)
(1,1,1) (0,0,0) (0,0,0)
(0,0,0) (1,1,1) (0,0,0)

ቍ 

ࣲC = max (0,0.1,0),max(0, 0.2, 0), max (0,0.4,0)= (0.1,0.2,0.3) 
= max (0,0,0.2), max(0,0,0.4), max(0,0,0.6)= (0.2,0.4,0.6) 
= max (0.3,0,0), max(0.5,0,0), max(0.8,0,0)= (0.3,0.5,0.8) 
= max (0,0.3,0), max(0,0.5,0), max(0,0.8,0) = (0.3,0.5,0.8) 
= max(0,0,0.1), max(0,0,0.2), max(0,0,0.4) = (0.1,0.2,0.3) 
 = max (0,0.2,0), max(0,0.4,0), max(0,0.6,0)= (0.2,0.4,0.6) 

we get ࣲC = ቌ
(0.1,0.2,0.4) (0.2,0.4,0.6) (0.3,0.5,0.8)
(0.3,0.5,0.8) (0.1,0.2,0.4) (0.2,0.4,0.6)
(0.2,0.4,0.6) (0.3,0.5,0.8) (0.1,0.2,0.4)

ቍ and  

Cࣲ= ቌ
(0.1,0.2,0.4) (0.2,0.4,0.6) (0.3,0.5,0.8)
(0.3,0.5,0.8) (0.1,0.2,0.4) (0.2,0.4,0.6)
(0.2,0.4,0.6) (0.3,0.5,0.8) (0.1,0.2,0.4)

ቍ. Therefore ࣲC = Cࣲ. 

Theorem 3.5 Let ࣲand ࣳ be any two Circulant ࣾ- Polar fuzzy matrices, then it satisfies the following properties 
(i)ࣲ+ࣳ is a CࣾPFM  (ii)ࣲᇱ is a CࣾPFM (iii) ࣲࣳ is a CࣾPFM. 
ProofIn Particular ܺ௞ is also a CࣾPFM.(i)   By definition, the Proof is obvious. 
(ii)   Since Xࣲ is CࣾPFM, then ࣲ commutes with χn.Therefore we get ࣲχ௡= χ௡ࣲ. 
Take the transpose on both sides, we get ܺᇱχ௡ᇱ = χ௡ᇱܺᇱ. 
Pre multiplying by χn, we get χ௡ χ௡ᇱܺᇱ = χ௡  ܺᇱχ௡ᇱ ⟹ ܺᇱ= χ௡ܺᇱχ௡ᇱ. 
Post multiplying by χn, we get ܺᇱχ௡ = χ௡ ܺᇱχ௡ᇱχ௡  =   χ௡ ܺᇱ. Hence ܺ ᇱχ௡=   χ௡ ܺᇱ 
(By the  Theorem 3.4) A is Circulant ⟺Aχ௡ =  χ௡A. 
(iii)  Since X and Y are CࣾPFM, each of X and Y commutes with χ௡ ..Hence XY commutes with χ௡. 
(By Remark 3.4(iii)) and by the above theorem, we get XY is CࣾPFM. 
Theorem 3.6 A CࣾPFM  ࣛ is symmetric iff ܥଵ௜= ܥଵ(௡ି௜ାଶ)for every ݅, ݆ ∈ {1,2,3,....n}. 
Proof  Letࣛ ܾ݁ symmetric, then ܥଵ௜ = ܥ(ଵା௞)ܥ(௜ା௞)= ܥ௜ଵ =ܥ(௜ା௞)ܥ(ଵା௞)for every ݅, ݆ ∈ {1,2,3,....n}. 
Taking  ܭ = ݊ − ݅, then 
 ൫௟ା(௡ି௜)൯ܥ൫௜ା(௡ି௜)൯ܥ = ൫௜ା(௡ି௜)൯ܥ൫ଵା(௡ି௜)൯ܥ
 .ଵ(௡ି௜ାଶ)(by remark3.4(ii))ܥ =௡(௡ି௜ାଵ)ܥ =
Conversely,Suppose ܥଵ௜ ݅  ଵ(௡ି௜ାଶ) for everyܥ =  ∈ {1,2,3,....n}.Then ܥଵ௜= ܥ(௜ା௞)ܥ(௟ା௞) for every  ݅, ݇ ∈ 
{1,2,3,....n}.Taking ܭ = ݊ − ݅, we get ܥ௜ଵ = ܥ௡(௡ି௜ାଵ) = ܥ) + 1)(௡ି௜ାଶ) = ܥଵ௜ .But since ࣛis circulant and ܥଵ௜  ௜ଵ.We haveܥ= 
௝௜ܥ =௜௝ܥ  for every ݅, ݇ ∈ {1,2,3,....n} and ܣሚ is symmetric. 
 
Operators on ۱ऱۻ۴۾ 
Definition 4.1 Let ࣛ = (ܥ௜௝)n×n= ( ܥଵ, ܥଶ,ܥଷ, ,ଷܦ,ଶܦ,ଵܦ) = n×n(௜௝ܦ) =௠) and ℬܥ…  (௠ܦ…
ࣛ ꓦℬ = (ܥ௜௝) ꓦ(ܦ௜௝) =  ( ܥଵ, ܥଶ,ܥଷ, ,ଷܦ,ଶܦ,ଵܦ) ௠) ꓦܥ…  (௠ܦ௠ ꓦܥ,…,ଷܦଷ ꓦܥ ,ଶܦଶ ꓦܥ , ଵܦଵ ꓦܥ)  = (௠ܦ…
Theorem 4.2  Ifࣛand ℬare two CࣾPFM then ࣛ ꓦℬ is also CࣾPFM. 
ProofBy definition above, it is clear that ࣛ and ℬ are circulant. ࣛ ꓦℬ is also circulant. 
Definition 4.2 The ꓥ operation is similar to  ꓦ operation.Let ࣛ = (ܥ௜௝)n×n= ( ܥଵ, ܥଶ,ܥଷ,  = n×n(௜௝ܦ) = ௠) and ℬܥ…
,ଷܦ,ଶܦ,ଵܦ) ,ଷܥ,ଶܥ ,ଵܥ )  = (௜௝ܦ)ꓥ (௜௝ܥ) = ௠).ࣛ ꓦℬܦ… ,ଷܦ,ଶܦ,ଵܦ)௠) ꓥܥ…  .(௠ܦ௠ ꓥܥ,…,ଷܦଷ ꓥܥ ,ଶܦଶ ꓥܥ , ଵܦଵ ꓥܥ) = (௠ܦ…

Punithavalli and Rajeswari 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73351 
 

   
 
 

Example 4.3 Consider the 3× 3 circulant m – polar fuzzy matrix  

ࣛ = ቌ
(0.2,0.4,0.6) (0.3,0.5,0.7) (0.5,0.7,0.9)
(0.5,0.7,0.9) (0.2,0.4,0.6) (0.3,0.5,0.7)
(0.3,0.5,0.7) (0.5,0.7,0.9) (0.2,0.4,0.6)

ቍ and  

ℬ = ቌ
(0.3,0.4,0.5) (0.8,0.9,0.2) (0.4,0.5,0.6)
(0.4,0.5,0.6) (0.3,0.4,0.5) (0.8,0.9,0.2)
(0.8,0.9,0.2) (0.4,0.5,0.6) (0.3,0.4,0.5)

ቍ then 

ࣛ ꓦℬ= ቌ
(0.3,0.4,0.6) (0.8,0.9,0.7) (0.5,0.7,0.6)
(0.5,0.7,0.6) (0.3,0.4,0.6) (0.8,0.9,0.7)
(0.8,0.9,0.7) (0.5,0.7,0.6) (0.3,0.4,0.6)

ቍ and 

ࣛ ∧ ℬ= ቌ
(0.2,0.4,0.5) (0.3,0.5,0.2) (0.4,0.5,0.6)
(0.4,0.5,0.6) (0.2,0.4,0.5) (0.3,0.5,0.2)
(0.3,0.5,0.2) (0.4,0.5,0.6) (0.2,0.4,0.5)

ቍ 

Theorem 4.4 Let ࣛ= (ܥ௜௝)n×n= ( ܥଵ, ܥଶ,ܥଷ, ,ଷܦ,ଶܦ,ଵܦ) = n×n(௜௝ܦ) = ௠) and ℬܥ…  ௠) are two CࣾPFM.Then (i) (ࣛ ꓦ ℬ)Cܦ…
= ࣛCꓥ ℬC  (ii) (ࣛ ꓥ ℬ)C = ࣛCꓦ ℬC . 
Proof Let P = ࣛ ꓦ ℬthen ௜࣪௝= [ܥ௜௝ ꓦܦ௜௝] 
,ଷܥ,ଶܥ ,ଵܥ )  = … ,ଷܦ,ଶܦ,ଵܦ)  ௠) ꓦܥ, …  (௠ܦ,
 [௠ܦ௠ ꓦܥ,…,ଷܦଷ ꓦܥ ,ଶܦଶ ꓦܥ , ଵܦଵ ꓦܥ] =
Let  ࣫ = PC , Then ࣫௜௝=1− ௜࣪௝ = [1 −ܥ௜௝ ꓦܦ௜௝] = (1,1,1,…,m)  −ܥ௜௝ ꓦܦ௜௝ 
= (1,1,1,…m) − ( ܥଵ, ܥଶ,ܥଷ, … ,ଷܦ,ଶܦ,ଵܦ)௠) ꓦܥ, …  (௠ܦ,
−ଷ,…, 1ܦଷ ꓦܥ -ଶ,1ܦଶ ꓦܥ−ଵ , 1ܦଵ ꓦܥ−1) =  (௠ܦ௠ ꓦܥ
Let ℛ = ࣛCꓥ ℬC, then  ℛ௜௝ = ൫1− −௜௝൯  Λ   (1ܥ    (௜௝ܦ 
,ଷܥ,ଶܥ ,ଵܥ ) − (1,…,1,1,1)] = … ,ଷܦ,ଶܦ,ଵܦ) − ௠)] ꓥ[(1,1,1,…1)ܥ,  ௜௝ܦ௜௝ ꓦܥ−௠)] = 1ܦ…
Hence   (ࣛ ꓦ  ℬ)C = ࣛCꓥ  ℬ C 

Example 4.5  Letࣛ = ൬(0.2, 0.4, 0.6) (0.2,0.3,0.4)
(0.2, 0.3,0.4) (0.2,0.4,0.6)൰ andℬ = ൬(0.7,0.6,0.5) (0.5,0.6,0.7)

(0.5,0.6,0.7) (0.7,0.6,0.5)൰  be 2× 2 CmPFM, thenࣛ ꓦ  ℬ= 

൬(0.7, 0.6,0.6) (0.5,0.6,0.7)
(0.5,0.6,0.7) (0.7, 0.6,0.6)൰ 

(ࣛ ꓦ  ℬ)CC = 1−(ࣛ ꓦ  ℬ)= ൬(0.3,0.4,0.4) (0.5,0.4,0.3)
(0.5,0.4,0.3) (0.3,0.4,0.4)൰ 

ࣛC = ൬(0.8, 0.6, 0.4) (0.8,0.7,0.6)
(0.8,0.7,0.6) (0.8, 0.6, 0.4)൰ and ℬC = ൬(0.3,0.4,0.5) (0.5,0.4,0.3)

(0.5,0.4,0.3) (0.3,0.4,0.5)൰ 

ࣛCꓥ  ℬ=൬(0.3,0.4,0.4) (0.5,0.4,0.3)
(0.5,0.4,0.3) (0.3,0.4,0.4)൰. Hence   (ࣛ ꓦ  ℬ)C = ࣛCꓥ  ℬ C 

Definition 4.6 A matrix ࣛ is said to be symmetric Circulant m-polar fuzzy matrix if ࣛ = ࣛ′. 
Example 4.7 
 

Consider the  3× 3CࣾPFMࣛ =  ቌ
(0.3,0.2,0.3) (0.2,0.1,0.2) (0.2,0.1,0.2)
(0.2,0.1,0.2) (0.3,0.2,0.3) (0.2,0.1,0.2)
(0.2,0.1,0.2) (0.2,0.1,0.2) (0.3,0.2,0.3)

ቍ and  

ࣛ′ = ቌ
(0.3,0.2,0.3) (0.2,0.1,0.2) (0.2,0.1,0.2)
(0.2,0.1,0.2) (0.3,0.2,0.3) (0.2,0.1,0.2)
(0.2,0.1,0.2) (0.2,0.1,0.2) (0.3,0.2,0.3)

ቍ 

Definition 4.8 A matrix ࣛ ∈ ܭ௡×௡ is said to be K – Symmetric Circulant m - polar fuzzy matrix if K்ࣛܨ  =  ࣛ.The 
following examples shows the antisymmetriccirculant m – polar fuzzy matrix 

Let  3×3 CࣾPFMࣛ =  ቌ
(0.3,0.2,0.3) (0.2,0.1,0.2) (0.2,0.1,0.2)
(0.2,0.1,0.2) (0.3,0.2,0.3) (0.2,0.1,0.2)
(0.2,0.1,0.2) (0.2,0.1,0.2) (0.3,0.2,0.3)

ቍ and  

K =  ቌ
(0,0,0) (0,0,0) (1,1,1)
(1,1,1) (0,0,0) (0,0,0)
(0,0,0) (1,1,1) (0,0,0)

ቍ then K்ࣛܭ =  ቌ
(0.2,0.1,0.2) (0.2,0.1,0.2) (0.3,0.2,0.3)
(0.3,0.2,0.3) (0.2,0.1,0.2) (0.2,0.1,0.2)
(0.2,0.1,0.2) (0.3,0.2,0.3) (0.2,0.1,0.2)

ቍ ≠ ࣛ. Therefore K –anti 

symmetric CࣾPFM. 
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Permanent Circulant m - polar fuzzy Matrix(CࣾPFM) 
Definition 5.1 Let ࣛ = [ܽ௥௦]௫×௬ be a Circulant m –polar fuzzy matrix , where ܽ௥௦ = (ܽଵ௦

(ଵ), ܽଵ௦
(ଶ), … … . ܽଵ௦

(௠)), and  
0≤ ܽ௥௦

(௠) ≤ 1,  for all k. Then the permanent of  ࣛis denoted by ࣪ert(ࣛ) and defined as ࣪ert(ࣛ) = ∑ ∏ ܽ௜ఈ(௜),
௡
௜ୀଵఈఢ௏೙ for 

ݔ ≤ ࣪ and (where V is the set of all one to one mapping from {1,2,3,…,x}to {1,2,3,…,y}).ݕ ∑ = (ࣛ)ݐݎ݁ ∏ ܽ௜ఈ(௜).
௡
௜ୀଵఈఢ௏೙ for 

ݔ >  .ݕ
Remark 5.2 Two expressions are written for the permanent of matrix, for ݔ >  there are one – one mapping from ,ݕ
{1,2,3,…,y}to {1,2,3,…,x}. But the one – one mapping is not possible from {1,2,3,…,x}to {1,2,3,…,y}. 

Example 5.3 Let 3×3 CࣾPFM ࣛ= ቌ
(0.2,0.4,0.6) (0.3,0.6,0.5) (0.5,0.6,0.7)
(0.5,0.6,0.7) (0.2,0.4,0.6) (0.3,0.6,0.5)
(0.3,0.6,0.5) (0.5,0.6,0.7) (0.2,0.4,0.6)

ቍ  then 

 ,max(min(0.2,0.4,0.6)(0.2,0.4,0.6)(0.2,0.4,0.6), min(0.3,0.6,0.5)(0.3,0.6,0.5)(0.3,0.6,0.5)=(ࣛ)ݐݎ݁࣪
               min(0.5,0.6,0.7)(0.5,0.6,0.7)(0.5,0.6,0.7) ,              ݉݅݊(0.5,0.6,0.7)(0.2,0.4,0.6)(0.3,0.6,0.5),     
               min(0.3,0.6,0.5)(0.5,0.6,0.7)(0.2,0.4,0.6),             min(0.2,0.4,0.6)(0.3,0.6,0.5)(0.5,0.6,0.7)) . 
              = max((0.2,0.4,0.6)(0.3,0.6,0.5)(0.5,0.6,0.7)(0.2,0.4,0.5)(0.2,0.4,0.5)(0.2,0.4,0.5). 
               = (0.5,0.6,0.7) 
 
Note 5.4 Some properties of permanent CmPFMs. 
(i)For any triangular or diagonal CࣾPFM ࣛ .  .min of its diagonal entries = (ࣛ) ݎ݁݌
(ii)For any row CࣾPFM such that both  ࣛℬ and ℬࣛ are defined, then ݎ݁݌(ࣛℬ) ≠  .(ℬࣛ)ݎ݁݌     
(iii)For any row CࣾPFM or column CࣾPFM ࣛ, per(ࣛ) =max of the entries. 
Example 5.5 

Let ࣛ =  ቌ
(0.1,0.2,0.3) (0,0,0) (0,0,0)

(0,0,0) (0.1,0.2,0.3) (0,0,0)
(0,0,0) (0,0,0) (0.1,0.2,0.3)

ቍ 

ࣛ=max(min(0.1,0.2,0.3)(0.1,0.2,0.3)(0.1,0.2,0.3)   
min(0,0,0)(0,0,0)(0,0,0) min(0,0,0)(0,0,0)(0,0,0)). 
     =max (0.1,0.2,0.3) = (0.1,0.2,0.3). 
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The intention of this paper is to introduce a new concept in interval valued neutrosophic topological 
spaces called interval valued neutrosophic semi open sets.    Further, we study the properties of interval 
valued neutrosophic semi closed sets, which is the complements of interval valued neutrosophic semi 
open sets.  
 
Keywords: Interval valued neutrosophic set, Interval valued neutrosophic topology, Interval valued 
neutrosophic semi closed set, Interval valued neutrosophic semi open set.  
 
INTRODUCTION 
 
Fuzzy set theory, Zadeh developed in 1965[16], characterizes fuzzy sets as membership functions that allocate a 
degree of membership between zero. In 1983, Atanassov introduced the intuitionistic fuzzy set [2], a generalization 
of fuzzy sets with membership functions and non-membership functions  between zero and one. Smarandache 
introduced the neutrophobic set[10], three separate membership functions—truth, indeterminacy, and falsity-that 
each range from zero to one make up this idea. The neutrosophic set is a mathematical technique that is used for 
dealing with problems comprising inconsistent, imprecise, and indeterminate data.Wang, Smarandache, Zhang, and 
Sunderraman introduced the interval valued neutrosophic set [15] and discussed the characteristics of it.     Recently, 
Interval valued neutrosophic topology [7]introduced and studied its properties by Nandhini. T and Puspalatha. A.  
In this paper, we introduce new sets called Interval valued neutrosophic semi open set and semi closed set and also 
to discuss its properties in interval valued neutrosophic topological spaces.   
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Preliminaries:  
Defintion 2.1 [15] Let X෩ be space of points(objects), with a element in  X ෩denoted by  ݕ.  An interval valued 
netrosophic set (IVNS in short) ܩ in X෩ is characterized by truth-membership function ܶீ , indeterminacy-membership 
function ீܫ and false- membership function ீܨ .  For each point ݕ . 
 
Definition 2.2[15] (containment) .  Let∧ denotes infimum of any interval between[0,1]. Let∨ denotes supremum of 
any interval between[0,1].An  IVNSG is contained in the other IVNSܪ, G  H, if and only if  
∧ (ݕ)ܶீ ≤ ∧ ுܶ(ݕ) ,∨ ܶீ (ݕ) ≤ ∨ ுܶ(ݕ) 
(ݕ)ீܫ∧ ≥ (ݕ)ுܫ∧ , (ݕ)ீܫ∨  ≥ ∨  (ݕ)ுܫ
      ∧ ܨீ (ݕ) ≥ (ݕ)ுܨ∧  .in X෩ ݕ for all  (ݕ)ுܨ∨ ≤(ݕ)ீܨ∨,
 
Definition2.3 [15] Two IVNSsG and H are equal, written as G = H, if and only if GH  and H G.  Let  
0୒ = [0,0], [1,1], [1,1]   ,   1୒ = [1,1], [0,0], [0,0]. 
 
Definition 2.4[15] (Complement)The complement of an IVNSࡳ is denoted by ܩ   and is defined by ܶீ (ݕ) =

ܨீ ;(ݕ)        inf (ݕ)ୋܫ = 1 − sup sup      ;(ݕ)ீܫ (ݕ)ୋܫ = 1− inf ; (ݕ)ீܫ (ݕ)ீܨ  = ܩ  in X෩  and ݕ for all (ݕ)ܶீ =  .ܩ
 
Definition 2.5[15] ( Intersection)  The intersection of two IVNSsG and ܪ is an IVNSI, written as  ܫ = ܩ ∩  whose ,ܪ
truth- membership function, indeterminacy-membership function and false-membership  function are related to those of 
 by  ܪ and ܩ
(i) ∧ ூܶ(ݕ) = minු(∧ ܶீ , (ݔ) ∧ ுܶ(ݔ)) 
∨ ூܶ(ݔ) = minු(∨ ீܶ(ݔ) ,  ∨ ுܶ(ݔ)) 
(ii) ∧ܫூ(ݔ) = mȧݔ(∧ ܫீ , (ݔ) ∧  ((ݔ)ுܫ
(ݔ)ூܫ∨ = mȧݔ(∨ ܫீ , (ݔ)  ((ݔ)ுܫ∨ 
(iii) ∧ܨூ(ݔ) = mȧ(ݔ)ீܨ∧)ݔ ,  ((ݔ)ுܨ∧
(ݔ)ூܨ∨ = mȧ(ݔ)ீܨ ∨)ݔ ,  .in X෩ ݕ for all ((ݔ)ுܨ∨ 
 
Theorem 2.6[15]ܫ = GH  is  largest IVNS contained in both G and H . 
Definition2.7 [15](Union)The union of two IVNSsG and His an IVNSI, written as I = GৣH, whose truth –
membership function, indeterminacy – membership function and false membership function are related to those of G 
and H by 
(i) ∧ ூܶ(ݕ) = mȧݔ(∧ ∧, (ݕ)ܶீ ுܶ(ݕ)), 
∨ ூܶ(ݕ) = mȧݔ(∨ ∨,(ݕ)ܶீ ுܶ(ݕ)) 
(ii) ∧ܫூ(ݔ) = minු(∧ܫ∧,(ݕ)ீܫு(ݕ)), 
(ݔ)ூܫ∨ = minු(∨ܫ∨,(ݕ)ீܫு(ݕ)) 
(iii) ∧ܨூ(ݔ) = minු(∧ ܨீ  ,((ݕ)ுܨ∧,(ݕ)
(ݔ)ூܨ∨ = minු(∨ ܨீ  .in X෩ ݕ for all ((ݕ)ுܨ∨,(ݕ)
Theorem 2.9[15]   I = GৣH   is smallest IVNS containing both GandH. 
 
Definition2.10[5] An interval valued neutrosophic topological space( IVN topological space in short) of IVNS  is a 
pair (X෩,୍୚୒) where  X෩  is a nonempty set and ୍୚୒  is a family of IVNSs  on X෩ satisfying the following axioms: 
(i) 0୒ , 1୒ ∈ ୍୚୒ 
(ii)  G, H ∈ ୍୚୒  G  H ∈  ୍୚୒ 
(iii)  G୧ ∈  ୍୚୒ , i ∈ I  ⋃ G୧୧∈୍ ∈  ୍୚୒  
୍୚୒Members are called interval valued neutrosophic open sets ( IVNOS in short). A Interval valued neutrosophic set 
F is called interval valued neutrosophic closed set (IVNCS in short) if and only if the complement of Fis IVNOS.  
 
Theorem  2.11 [5] Let (X෩, ୍୚୒) be a IVN topological space and  G, H ∈ IVNSs(X෩) then the following properties holds: 
(i)IVNෙInt(G)G 
(ii)ܩ ⊆ H IVNෙInt(G)IVNෙInt(H) 
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(iii)IVNෙInt(G) ∈ ୍୚୒ 
(iv)G ∈ ୍୚୒   iff  IVNෙInt(G) = G 
(v)IVNෙInt ቀIVNෙInt(G)ቁ = IVNෙInt (G) 
(vi)IVNෙInt(0୒) = 0୒, IVNෙInt(1୒) = 1୒ 
 
Theorem 2.12[5]Let  (X෩, ୍୚୒) be a  IVN topological space and G, H ∈ IVNSs(X෩) then the following properties holds: 
(i)G IVNෙCl(H) 
(ii)G ⊆ H IVNෙCl(G)  IVNCl(H) 
(iii)(IVNෙCl(G))ୡ ∈ ୍୚୒  
(iv)  Gୡ ∈ ୍୚୒   iff  IVNෙCl(G) = G 
(v)IVNෙClቀIVNෙCl(G)ቁ = IVNෙCl(G) 
 (vi)IVNෙCl(0୒) = 0୒ , IVNෙCl(1୒) = 1୒ 
 
Theorem 2.13[5]Let(X෩, ୍୚୒)beaܸܰܫtopological space and G, H ∈ IVNSs(X෩)thenholdthefollowingproperties: 
(i)IVNෙInt(GH) = IVNෙInt൫G) IVNෙInt(H൯ 
(ii)IVNෙInt(GH) IVNෙInt൫G)IVNෙInt(H൯ 

(iii)IVNNෙCl(GH) = IVNෙCl൫G)IVNෙInt(H൯ 
(iv)IVNෙCl(GH) = IVNෙCl൫G)IVNෙInt(H൯ 
(v)(IVNෙInt(G))େ = IVNෙCl(Gେ) 
(vi)(IVNෙCl(G))େ = IVNෙInt(Gେ) 
 
3.Interval Valued Neutrosophic Semi Open Sets: 
we present new concept called Interval valued neutrosophic semi open set (IVNSOS in short) in IVN topology and 
also analyse its characterizations.  
Definition3.1  Let   Gbe IVNSof a IVN topological space (X, ୍୚୒). Then  ܩ is said to an IVNSOS of   X෩  if there exist 
an IVNOS such that        IVNෙOS(G) ⊆ G ⊆ IVNෙCl(IVNOS(G)). 
Theorem 3.2 An IVNS G in a IVN topological space (X෩,୍୚୒) is an IVNSOS if and only if  G ⊆ IVNෙClቀIVNෙInt(G)ቁ. 

Proof:  Sufficiency: Consider   G ⊆ IVNෙClቀIVNෙInt(G)ቁ.     
Then forIVNOS(G) = IVNෙInt(G), we have,IVNOS(G) ⊆ G ⊆ IVNෙCl(IVNOS(G)) . 
Necessity:  Let  ܩ be a IVNSOS in X෩.  Then  IVNOS(G) ⊆ G ⊆ IVNෙCl(IVNOS(G))  for some  IVNOS G.   But  IVNOS(G) ⊆
IVNෙInt(G) and therefore   IVNෙCl(IVNOS(G)) ⊆ IVNෙClቀIVNෙInt(G)ቁ .  Hence  G ⊆ IVNෙCl(IVNOS(G)) ⊆ IVNෙClቀIVNෙInt (G)ቁ . 
Theorem:3.3 Let   (X෩, ୍୚୒) be a IVN Topological space. Then the union of two IVNSOSs is an IVNSOS in a IVN 
Topological space (X෩,୍୚୒).  
Proof:  Assume G and H be  IVNSOSs in (Xෙ, ୍୚୒), then  
ܩ ⊆ IVNෙClቀIVNෙInt(G)ቁ and  H ⊆ IVNෙClቀIVNෙInt(H)ቁ. Therefore  G ∪ H ⊆ IVNෙClቀIVNෙInt(G)ቁ ∪ IVNෙClቀIVNෙInt(H)ቁ ⊆

 IVNෙCl൬ቀIVNෙInt (G)ቁ ∪ ቀ IVNෙInt(H)ቁ൰ ⊆  IVNෙCl(ቀIVNෙInt(G∪ H)ቁ), by theorem 3.2.  Hence  G∪ H  is a IVNSOS in X෩. 

 
Theorem:3.4  Let (X෩, ୍୚୒) be an IVN topological space. If    {G୧}୧∈∆ is a collection of IVNSOSs in an IVNSs in X෩.  
Then ⋃ G୧୧∈∆   is IVNSOS inX෩. 
Proof :   For  each i ∈ ∆, there exists a  IVNOSG୧such thatIVNOS(G୧) ⊆ G୧ ⊆ IVNෙCl(IVNOS (G୧)). Then ⋃ IVNOS(G୧)୧∈∆ ⊆
⋃ G୧∈∆ ୧ ⊆  ⋃ IVNෙCl(IVNOS(G୧))୧∈∆ ⊆ IVNෙCl(⋃ IVNOS (G୧)୧∈∆ ).  Let  IVNOS(G) = ⋃ IVNOS(G୧)୧∈∆ .   Hence   IVNOS(G) ⊆
⋃ G୧∈∆ ୧ ⊆  IVNෙCl(IVNOS(G)). Hence the proof. 
Remark: 3.5As the following example illustrates, the intersection of any two IVNSOSs need not be an IVNSOS in X෩.  
Example: 3.6  ConsiderX෩ = {f, g}  and  IVNSs are              
0୒ = [0,0], [1,1], [1,1]   ,   1୒ = [1,1], [0,0], [0,0]  , 
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A = 
([0.5,0.7], [0.3,0.6], [0.2,0.8])

f ,
([0.4,0.6], [0.3,0.5], [0.4,0.7])

g  , 

B = 
([0.3,0.7], [0.4,0.6], [0.3,0.8])

f ,
([0.1,0.7], [0.3,0.8], [0.2,0.6])

g   

C = 
([0.5,0.7], [0.3,0.6], [0.2,0.8])

f ,
([0.4,0.7], [0.3,0.5], [0.2,0.6])

g  

D = 
([0.3,0.7], [0.4,0.6], [0.3,0.8])

f ,
([0.1,0.7], [0.3,0.8], [0.4,0.7])

g  

 
Then  τ୍୚୒ = {0୒, A, B, C, D, I୒}  is IVN topological space on X෩.   
Consider IVNS  E and F as follows 

 E = 
([0.6,0.7], [0.2,0.5], [0.1,0.7])

ܽ
,
([0.6,0.7], [0.2,0.3], [0.3,0.6])

ܾ
 

F = 
([0.4,0.7], [0.3,0.6], [0.3,0.8])

ܽ ,
([0.2,0.8], [0.3,0.6], [0.1,0.5])

ܾ  

 
 Now IVNSs E and F are IVNSOSs. But its intersection,  

E  F = 
([0.4,0.7], [0.3,0.6], [0.3,0.8])

ܽ ,
([0.2,0.7], [0.3,0.6], [0.3,0.6])

ܾ  

is not an IVNSOS in IVN topological space X෩. 
Theorem: 3.7   Let  G  be IVNSOS in  IVN topological space,G ⊆ H ⊆ IVNෙCl(G). Then H is also an IVNSOS in X෩.   
Proof:   Since G is an IVNSOS, there exists IVNOS‘G’ such that  IVNOS(G) ⊆ G ⊆ IVNෙCl(IVNOS(G)).  Since G ⊆ Hthen 
IVNOS(G) ⊆ H  and   IVNෙCl(G) ⊆ IVNෙCl(IVNOS(G)) and therefore  G ⊆ IVNෙCl(IVNOS(G)).  Hence IVNOS(H) ⊆ H ⊆
IVNෙCl (IVNOS(H)) and  hence His an IVNSOS in X෩.   
Theorem 3.8Every IVNOS G in the IVN Topological space (X෩,୍୚୒) is IVNSOS in X෩. 
Proof:   Let G be an IVNOS in IVN topological space X෩.  Then we have  G = IVNෙInt(G).  Also  
IVNෙInt(G) ⊆ IVNෙCl ቀIVNෙInt(G)ቁ.  Therefore  G ⊆ IVNෙClቀIVNෙInt(G)ቁ.  Hence   by theorem 3.2,  G   is a IVNSOS in X෩. 
 
Remark 3.9:The following example indicates that the converse of the mentioned above theorem may not be true.  
Example 3.10:Let  X = {f, g}and IVNSs are 
O୒ = [0,0], [1,1], [1,1]   ,   1୒ = [1,1], [0,0], [0,0]  , 

A = 
([0.1,0.4], [0.1,0.3], [0.4,0.6])

f ,    
([0.6,0.8], [0.1,0.2], [0.2,0.3])

g  

B = 
([0.1,0.3], [0.1,0.6], [0.5,0.8])

f ,
([0.2,0.7], [0.1,0.2], [0.3,0.7])

g  

τ୍୚୒ = {0୒, A, B, 1୒}is IVN topology in the IVN topological space (X෩, ୍୚୒).Considerthe IVNS ‘C’ as 

C = 
([0.2,0.5], [0.1,0.5], [0.3,0.5])

f ,
([0.8,0.9], [0.1,0.2], [0.1,0.2])

g  

C is IVNSOS but not IVNOS in IVN topological space(X෩, ୍୚୒).   
 
 
4.Interval Valued Neutrosophic Semi Closed Sets: 
Definition4.1  Let   G be  IVNS  of a  IVN topological space X෩. Then  H is said to be an interval valued neutrosophic 
semi closed set (IVNSCS in short) of   X෩  if there exist an IVNCS‘G’ such that   IVNෙInt(IVNCS(G) ) ⊆ G ⊆ IVNCS(G). 
Theorem:4.2 A IVNSG  in an IVN topological space X෩ is IVNSCS if and only if IVNෙIntቀIVNෙCl(G)ቁ ⊆ G. 

Proof: Sufficiency: Let  IVNෙInt ቀIVNෙCl(G)ቁ ⊆ G. Then for  IVNCS(G) = IVNෙCl(G), we have   
IVNෙInt(IVNCS(G)) ⊆ G ⊆ (IVNCS(G)). 
Necessity: Let G be an IVNSCS in (X෩,୍୚୒).  Then IVNෙInt(IVNCS(G)) ⊆ G ⊆ IVNෙCS(G) for some IVNCS ‘G’. But  
IVNෙCl(G) ⊆ IVNCS(G) and thus IVNෙInt൫IVNෙCl(G)൯ ⊆ IVNෙInt(IVNCS(G)).  
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Hence  IVNෙInt൫IVNෙCl(G)൯ ⊆ IVNෙInt(IVNCS(G)) ⊆ G. 
Theorem : 4.3  Let  (X෩, τ୍୚୒)  be a IVN topological space and G be a  IVNS of X.  Then G is an IVNSCS if and only if  G 
is IVNSOS in X෩. 
Proof: Necessity: Take  G be a IVNSCS of X෩.  Then by theorem 4.2,IVNෙInt ቀIVNෙCl(G)ቁ ⊆ G.  Both sides taking 

complement, G ⊆ IVNෙInt(IVNෙCl(G)) = IVNෙCl(IVNෙCl(G)). This implies  G ⊆ IVNෙCl(IVNෙInt൫G൯. By theorem 3.2, G is 
IVNSOS.  
Sufficiency: Let G isan IVNSOS in X෩.  This implies G ⊆ IVNෙCl(IVNෙInt൫G൯. Both sides taking 

complement,G(IVNෙCl(IVNෙInt G )) = IVNෙInt(IVNෙIntG ).  This implies  GIVNෙInt ቀIVNෙCl(G)ቁ.  By theorem 4.2, G is 
IVNSCS in X෩.   
Theorem:4.4  Let (X෩, τ୍୚୒) be an  IVN topological space(X෩, ୍୚୒).  Then the intersection of two IVNSCSs  is a IVNSCS 
in  IVN topological space (X෩, ୍୚୒).  
Proof :  Let  G and H be IVNSCSs in X෩.  Then IVNෙIntቀIVNෙCl(G)ቁ ⊆ G, and   IVNෙInt ቀIVNෙCl(H)ቁ ⊆ H.  We have G∩

H  IVNෙIntቀIVNෙCl(ܩ)ቁ ∩ IVNෙInt ቀIVNෙCl(ܪ)ቁ = IVNෙIntቀIVNෙCl(G) ∩ IVNෙCl(H)ቁ =  IVNෙInt(IVNෙCl(G∩ H).  
By theorem 4.2,  G ∩ H is a IVNSCS in X෩.  
 
Theorem:4.5  Let (X෩, τ୍୚୒) be a IVN topological space. If    {G୧}୧∈∆ is a collection of IVNSCSs in a IVNSs in X෩.  
Then ⋂ G୧୧∈∆   is IVNSOSs in X෩. 
Proof :   For  each i ∈ ∆, there exist a IVNCS  G୧ such that  IVNෙInt(IVNCS(G୧)) ⊆ G୧ ⊆ (IVNCS(G୧)).  Then  
IVNෙInt(⋂ (IVNCS(G୧)୧∈∆  ) ⊆ ⋂ IVNෙInt((IVNCS(G୧)) ⊆୧∈∆ ⋂ G୧୧∈∆ ⊆ ⋂ (IVNCS(G୧)୧∈∆  .   let   IVNCS(G) = ⋂ (IVNCS(G୧)୧∈∆  .  
Hence the proof.  
 
Remark:4.6  The union  of any two IVNSCSs need not be an IVNSCS in X෩ as seen from the following example.  
Example:4.7 
Let  X෩ = {f, g}and IVNSs are   
0୒ = [0,0], [1,1], [1,1]   ,   1୒ = [1,1], [0,0], [0,0]  , 

A = 
([0.1,0.3], [0.2,0.7], [0.4,0.6])

f ,
([0.6,0.8], [0.2,0.3], [0.2,0.3])

g  

B = 
([0.1,0.3], [0.3,0.8], [0.5,0.8])

f
,
([0.2,0.7], [0.4,0.8], [0.3,0.7])

g
 

Then  τ୍୚୒ = {0୒, A, B, 1୒}  is IVN topological space. Consider an IVNSCS ‘C’  as follows 

  C = 
([0.2,0.3], [0.4,0.8], [0.4,0.9])

f ,
([0.1,0.6], [0.7,0.8], [0.7,0.8])

g  

Here C and B are IVNSCSs. But its union 

A  C = 
([0.2,0.4], [0.2,0.7], [0.4,0.6])

f ,
([0.6,0.8], [0.2,0.3], [0.2,0.3])

g  

is not an  IVNSCS in X෩. 
 
Theorem:4.8  Let G be IVNSCS in  IVN topological space (X෩, τ୍୚୒) and suppose that IVNෙInt(G) ⊆ H ⊆ G.  Then G is an 
IVNSCS in X෩.   
Proof:  Let G be IVNSCS in (X෩, τ୍୚୒). There exists a  IVNCS ‘G’ such that IVNෙInt(IVNCS(G)) ⊆ G ⊆ IVNCS(G). Now 
IVNෙInt ቀIVNෙCl(G)ቁ ⊆ IVNෙInt (G) and hence IVNෙInt(IVNCS(G)) ⊆ H.  Hence IVNෙInt(IVNCS(H)) ⊆ H ⊆ IVNCS(H). Hence 
H is an IVNSCS in X෩.   
 
Theorem:4.9   Every IVNCS in the IVN topological spaceX෩ is IVNSCS in X෩. 
Proof: Let G be IVN closed set in IVN topological space X෩.  Then G = IVNෙCl(G).   Also IVNෙInt ቀIVNෙCl(G)ቁ ⊆ IVNෙCl(G). 

This implies that IVNෙIntቀIVNෙCl(G)ቁ ⊆ G.   By theorem 4.2, G is IVNSCS in X෩. 
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Remark: 4.10The converse of the preceding theorem does not need to be true, as demonstrated by the following 
example. 
Example: 4.11 Let  X = {f, g}and IVNSs are   
0୒ = [0,0], [1,1], [1,1]   ,   1୒ = [1,1], [0,0], [0,0]  , 

A = 
([0.5,0.6], [0.3,0.6], [0.2,0.8])

f ,
([0.2,0.7], [0.1,0.2], [0.4,0.5])

g  

 

B = 
([0.3,0.4], [0.4,0.7], [0.3,0.9])

f ,
([0.1,0.5], [0.3,0.5], [0.6,0.7])

g  

C = 
([0.5,0.6], [0.3,0.5], [0.2,0.8])

f
,
([0.2,0.8], [0.1,0.2], [0.3,0.4])

g
 

D = 
([0.3,0.5], [0.3,0.7], [0.2,0.9])

f ,
([0.2,0.5], [0.1, 0.5], [0.4,0.5])

g  

Then  τ୍୚୒ = {0୒, A, B, C, D, 1୒}  is IVN topological space onX෩.   
Consider   

E = 
([0.4,0.6], [0.2,0.6], [0.1,0.8])

f ,
([0.3,0.6], [0.1, 0.4], [0.3,0.4])

g  

E is an IVNSCS but not an IVNCS in X෩.  
 
5.Semi-interior in IVN Topological Space 
Definition 5.1: Let (X෩, τ୍୚୒) be a IVN topological space.  Then for a IVNSG  of  
X෩, the interval valued neutrosophic semi interior of  G [IVNSෘInt(G)in short] is the union of all  IVNSOSs of  X 
contained in ܩ. That is, IVNSෘInt(G) = {L: L is a IVNSOSs in X෩ and L G}. 
 
Proposition 5.2:  Let (X෩, τ୍୚୒) be an IVN topological space.  Then for any IVNSsG and  H of an  IVNS  X෩ we have  
i) IVNSෘInt(G) H 
ii) ܩ  is IVNSOS  set in X෩ ⇔ IVNSෘInt(G) = G 
iii) IVNSෘIntቀIVNSෘInt(G)ቁ = IVNSෘInt(G) 
iv) If GH then  IVNSෘInt(G)IVNSෘInt(H) 
Proof: 
(i) follows from  definition 5.1. 
(ii) Let G be IVNSOS in X෩.  Then G IVNSෘInt(G).  By using (i) we get that  IVNSෘInt(G) = G.  Conversely assume 
thatIVNSෘInt(G) = G.  By definition 5.1,  G is an  IVNSOS in X෩.  Hence (ii). 
(iii) IVNSෘIntቀIVNSෘInt(G)ቁ = IVNSෘInt(G), by using (ii).  Hence (iii). 
 (iv)      Given  GH ,  using (i), IVNSෘInt(G)G HIVNSෘInt(G)H and  
IVNSෘIntቀIVNSෘInt(G)ቁ IVNSෘInt(H). By (iii) we have IVNSෘInt(G) IVNSෘInt(H).  Hence (iv). 

Theorem  :5.3Let (X෩, τ୍୚୒) be a IVN topological space.  Then for any IVNSsG and  H of an  IVN topological spaceX෩,  
we have  
(i)IVNSෘInt(GH) = IVNSෘInt(G) IVNSෘInt(H) 
(ii)IVNSෘInt(GH)IVNSෘInt(G)IVNSෘInt(H) 
Proof:  (i) For any IVNSsG and H  we have GHG   and GHH ,  using proposition 5.2(iv), 
IVNSෘInt(GH)IVNSෘInt(G) and   IVNSෘInt(GH)IVNSෘInt(H).  Therefore IVNSෘInt(GH)IVNSSෘInt(G) IVNSෘInt(H)  -----
------------(1).   
By proposition 5.2(i), IVNSෘInt(G)G and IVNSෘInt(H) HIVNSෘInt(G)IVNSෘInt(H)GH.  By using Proposition  
5.2 (iv), IVNSෘInt ቀIVNSෘInt(G)IVNSෘInt(H)ቁ IVNSෘInt(GH).   

By  applying(1), IVNSෘInt ቀIVNSෘInt(G))IVNSෘInt(IVNSෘInt(H)ቁ IVNSෘInt(GH). By applying  
5.2 (iii) IVNSෘInt(G) IVNSෘInt(H) IVNSෘInt( GH)---------------(2).    
From (1) and (2) IVNSෘInt(GH) = IVNSෘInt(G) IVNSෘInt(H).  Hence (i). 

Sathiya and Puspalatha 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73360 
 

   
 
 

(ii)  For any IVNSsG and ܪ  we have GGH and GGH, by applying proposition  
5.2 (iv)IVNSෘIntG IVNSෘInt(GH)  and IVNSෘIntH  IVNSෘInt(GH)IVNSෘIntG  IVNSෘIntH IVNSෘInt(GH).   
This implies (ii). 
In Theorem 5.3 (ii), the equality need not be hold as seen from the below example.  
 
Example:5.4  Let  X෩ = {f, g}  and  IVNSs are   
O୒ = [0,0], [1,1], [1,1]   ,   1୒ = [1,1], [0,0], [0,0]  , 

A = 
([0.1,0.5], [0.2,0.6], [0.4,0.8])

f ,    
([0.6,0.9], [0.2,0.5], [0.2,0.4])

g  

B = 
([0.1,0.2], [0.3,0.8], [0.5,0.8])

f
,
([0.2,0.7], [0.4,0.7], [0.3,0.7])

g
 

Now, τ୍୚୒ = {0୒, A, B, 1୒}is IVN topological space.Consider the IVNSs C and D are  

C = 
([0.1,0.5], [0.3,0.6], [0.5,0.8])

f
,
([0.4,0.9], [0.2,0.5], [0.2,0.4])

g
 

D = 
([0.1 ,0.3], [0.2,0.8], [0.4,0.9])

f ,
([0.6,0.7], [0.3,0.6], [0.2,0.5])

g  

  Now, IVNSෘIntC = 0ே and IVNSෘIntD = 0ே. This implies that  IVNSෘInt 
CIVNSෘIntD = 0୒.Now, the union of IVNSs C and D is  CD = A.  IVNSෘInt CD = A.  Hence  
IVNSෘInt(AB) IVNSෘInt (A)IVNSෘInt (B). 
 
6.Semi-Closure in IVN Topological Spaces 
Definition 6.1: Let (X෩, ୍୚୒) be a IVN topological space.  Then for a IVNS G  of X෩, the interval valued neutrosophic 
semi closure of  ܩ [IVNSෘCl(G)  in short] is the intersection of all  IVNSCSs of  X෩ containingG.  
That is, IVNSෘCl(G) =∩ {M: M is a IVNSCS in X෩ and MG}. 
 
Proposition 6.2: Let (X෩,୍୚୒) be a IVN topological space.  Then for any IVNSܩ of X෩, 

(i)ቀIVNSෘInt (G)ቁ = IVNSෘCl൫G൯ 

(ii)ቀIVNSෘCl(G)ቁ = IVNSෘInt൫G൯. 
 
Proof: By applying definition 5.1, IVNSෘInt(G) =  {L: L is a IVNSOSs in X෩ and LG }. Applying complement on both 

sides, We haveቀIVNSෘInt(G)ቁ = ({L: L is a IVNSOS in X and LG }) =∩ {L: L is a  IVNSCS in X and GL }.  By replacing L 

by K, we get that ቀIVNSෘInt(G)ቁ =∩ {K: K  IVNSCS in X෩and G K}. By applying definition 6.1, ቀIVNSෘInt(G)ቁ = IVNSෘCl(G).  
Hence (i). 

By applying (i), ቀIVNSෘInt൫G൯ቁ = IVNSෘCl(൫G൯) = IVNSෘCl(G).  By applying complement on both sides,  IVNSෘInt(G) =

ቀIVNSෘCl(G)ቁ.  Hence (ii). 
 
Proposition 6.3: Let (X෩,୍୴୒) be a IVN topological space.  Then for any IVNSsܩ and  ܪ of a IVN topological spaceX෩. 
We have  
(i)  G IVNSෘCl(G). 
(ii) G  is IVNSCS in X෩ ⇔ IVNSෘCl(G) = G 
(iii) IVNSෘClቀIVNSෘCl(G)ቁ = IVNSෘCl(G) 
(iv) If GH then  IVNSෘCl(G)IVNSෘCl(H). 
 
Proof: From the definition 6.1, (i) follows. 
Let Gbe IVNSCS in X෩.  By applying theorem 4.3,Gis a IVNSOS in X෩. 

By proposition  5.2 (ii),  IVNSෘIntG = G   ⇔ ቀIVNSෘCl(G)ቁ = G ⇔ IVNSෘCl(G) = G. Hence (ii). 
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By applying (ii),  IVNSෘClቀIVNSෘCl(G)ቁ = IVNSෘCl(G).  Hence (iii). 
Given GH, then HG.  By applying proposition 5.2 (iv), IVNSෘInt൫H൯IVNSෘInt൫G൯.  Applying complement on 

bothsides,ቀIVNSෘInt൫H൯ቁ( IVNSෘInt൫G൯).   By proposition 6.2 (ii), IVNSෘCl(G)IVNSෘCl(H).  Hence (iv).   
 
Proposition 6.4: Let  G  be a IVNS in IVN topological space(X෩, ୍୴୒). Then  
IVNෙInt(ܩ)IVNSෘInt(G)GIVNSෘCl(G)IVNෙCl(G). 

Proof:   Proof follows from the corresponding definitions.  
Proposition 6.5:Let (X,୍୚୒) be a IVN topological space.  Then for any IVNSsܩ and  ܪ of a IVN topological space  
X෩ .  we have 
(i)IVNSෘCl(GH) = IVNSෘCl(G)IVNSෘCl(H) 
(ii)IVNSෘCl(GH)IVNSෘCl(G)IVNSෘCl(H) 

Proof:  We know  IVNSෘCl (GH) = IVNSෘCl൬ቀ൫GH൯ቁ൰. By applying Proposition 6.2(i), 

IVNSෘCl(GH) = IVNSෘInt൫GH൯ = (IVNSෘIntቀ൫GH൯ቁ).   

By applying 5.3(i), IVNSෘCl(GH) = ቀIVNSෘInt൫G൯IVNSෘInt൫H൯ቁ = ቀIVNSෘInt൫G൯ ∪ (IVNSෘInt൫H൯ቁ.   

By applying proposition 6.2(i), IVNSෘCl(GH) = IVNSෘCl((G)∪ IVNSෘCl(H) = IVNSෘCl(G)∪ IVNSෘCl(H).  Hence (i). 
We know GHG and GHH, by using proposition 6.3(iv), IVNSෘCl(GH)IVNSෘCl(G) and IVNSෘCl(GH)IVNSෘCl(H).  
 IVNSෘCl(GH)IVNSෘCl(G)IVNSෘCl(H).  Hence (ii). 
In Theorem 6.3 (ii), the equality need not be hold as seen from the below given example.  
 
Example:6.6 
Let  X෩ = {݂,݃}  and  IVNSs are   
0ே = [0,0], [1,1], [1,1]  ,   1ே = [1,1], [0,0], [0,0]  , 

A = 
([0.2,0.6], [0.2,0.7], [0.5,0.9])

f
,    

([0.7,0.9], [0.3,0.6], [0.3,0.5])
g

 

B = 
([0.1,0.2], [0.2,0.9], [0.6,0.9])

f ,
([0.3,0.8], [0.5,0.8], [0.4,0.8])

g  

τ୍୚୒ = {0୒, A, B, 1୒}  is IVN topological space.  Consider IVNSs   C and D as follows   

C = 
([0.6,0.7], [0.1,0.2], [0.2,0.9])

f ,
([0.4,0.6], [0.2,0.3], [0.1,0.5])

g  

D = 
([0.8 ,0.9], [0.1,0.9], [0.8,0.9])

f
,
([0.6,0.7], [0.1,0.6], [0.3,0.8])

g
 

And their intersection is  

CD = 
([0.6,0.7], [0.1,0.9], [0.8,0.9])

f ,
([0.4,0.6], [0.2,0.6], [0.3,0.8])

g  

Now, IVNSෘCl(CD) = Bୡ and  IVNSෘCl(C) = 1୒  and  IVNSෘCl(D) = 1୒.  We 
have    IVNSෘCl(C) IVNSෘCl(D) = 1୒     Hence IVNSෘCl(C)IVNSෘCl(D) IVNSෘCl(CD) 
 
Theorem 6.7: Let (X෩, ୍୚୒) be an IVN topological spaces.  Then for any IVNSs  G and  H of an IVN topological space X෩ 
we have, 
(i) IVNSෘCl(G)GIVNSෘCl(IVNSෘInt(G)) 
(ii) IVNSෘInt(G)GIVNSෘInt(IVNSෘCl(G)) 
(iii) IVNෙIntቀIVNSෘCl(G)ቁIVNෙInt ቀIVNෙCl(G)ቁ 

(iv) IVNෙIntቀIVNSෘCl(G)ቁ IVNෙInt(IVNSෘCl(IVNSෘInt(G))) 
 
Proof: 
By applying Proposition 6.3(i), GIVNSෘCl(G)-----------(1) 
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By applying Proposition 5.2 (i), IVNSෘInt(G)G.  Implies IVNSෘClቀIVNSෘInt(G)ቁIVNSෘCl(G).  Hence(i).   
By proposition 5.2(i), IVNSෘInt(G)G……(1).  And by proposition 6.3(1), GIVNSෘCl(G).   
Now, IVNSෘInt(G) IVNSෘInt(IVNSෘCl(G))……..(2).   
From (1) and (2) wegetIVNSෘInt(G)GIVNSෘInt(IVNSෘCl(G)).  Hence (ii). 
By proposition 6.4, IVNSෘCl(G)IVNෙCl(G). Wehave IVNෙIntቀIVNSෘCl(G)ቁIVNෙIntቀIVNෙCl(G)ቁ.This proves (iii). 

By(i),IVNSෘCl(G)GIVNSෘClቀIVNSෘInt(G)ቁ. Implies IVNෙInt ቀIVNSෘCl(G)ቁ IVNෙInt൬GIVNSෘClቀIVNSෘInt(G)ቁ൰. 

We have IVNෙInt(GH)IVNෙInt(G)IVNෙInt(H).   
Hence IVNෙInt ቀIVNSෘCl(G)ቁIVNෙInt(G)IVNෙ ൬IVNSෘCl ቀIVNSෘInt(G)ቁ൰ IVNෙ(IVNSෘClቀIVNSෘInt(G)ቁ 

This proves (iv). 
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Forty two bacterial strains were isolated from hydrolyzed trash fish wastes and qualitatively screened for 
alkaline protease activity. Of the screened bacterial strains, one promising isolate identified as Bacillus 
subtilis through morphological and biochemical characterization exhibited potent alkaline protease 
activity. The optimal pH and temperature for alkaline protease production was found to be pH 9, and 
37ºC, respectively.  Maximum alkaline protease activity was observed with glucose and peptone as 
carbon and nitrogen source, respectively. The protease enzyme was purified by acetone precipitation, 
DEAE (Diethylaminoethyl) sephadox A-50 ion exchange column chromatography.  Purified protease 
enzyme showed specific activity of 169.08 U/mL of protein with purification fold of 7.59. The SDS 
(Sodium dodecyl sulfate) polyacrylamide gel electrophoresis analysis revealed that the protease enzyme has 
the relative molecular weight of 60 kDa.   
 
Keywords: Trash fish waste; Bacillus subtilis; alkaline protease; column chromatography. 
 
 
 
 

ABSTRACT 

 RESEARCH ARTICLE 
 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:anbu_nanthu@rediffmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73364 
 

   
 
 

INTRODUCTION 
 
Marine resources provide enormous benefits for human needs both in terms of food and economy, but in general the 
fishing activities produce large quantities of organic waste and it can accumulate on the pool as well as suspended in 
the water column near the coastal and its adjacent areas. The low economic value (adults and damaged) fishes that 
are discarded during the process of post harvesting by-catching, poor handling, storage, distribution and processing 
limit the utilization of a portion of the landed catches known as trash fish for direct human consumption. In India 10 
to 20 % of trash fishes are landed in total fish catches [1]. Discarding of these trash fish creates enormous 
environmental problem. So far, only limited trash fish used for traditional products such as salted fish, fish crackers, 
fish sauce and fish meal [2] Apart from which fish wastes has many positive roles some of them are used as an 
animal feed, biodiesel/biogas, natural pigments, cosmetics, fertilizers, dietic applications, food packaging and 
enzyme isolation especially proteases. The enzyme isolated from these fish wastes has numerous economical values 
[3].  
 
Protease refers to a group of enzymes whose catalytic function is to hydrolyze proteins. They are also called 
proteolytic enzymes or proteinases. Proteases are one of the most important groups of industrial enzymes, and 
commercial proteases account for nearly 60% of the total industrial enzyme market [4]. They are widely used in 
leather processing, detergent industry, food industries, bioremediation process, pharmaceutical, textile industry, 
waste processing companies, and in the film industry etc. [5,6]. Proteases are obtained from plants and animal 
organs. In recent years a number of studies have been conducted to characterize alkaline protease from different 
microorganisms. However, many of the alkaline proteases applied to industrial purposes face some limitations such 
as low stability towards surfactants and production of enzymes are very expensive [7]. It has been well demonstrated 
that, a large proportion of commercially available proteases are derived from Bacillus strains [8]. Proteases derived 
from Bacillus strains have wide applications in pharmaceutical, leather, laundry, food and waste processing 
industries (Pastor et al. 2001). In view of the commercial interest, microbes from varied habitants have been 
examined by many researchers for industrially suitable alkaline protease [9]. Instead of these cost effective growth 
medium for the production of alkaline proteases from an alkalophilic Bacillus sp. is especially important. Generally, 
the amount of enzyme produced greatly depends on strain and growth conditions. Therefore, there is a need to the 
search of new strains of bacteria that produce proteolytic enzymes with novel properties and the development of cost 
effective medium. The present investigation aimed to isolate, optimize enzyme production (submerged 
fermentation) and purification of alkaline protease from Bacillus subtilis.  
 
MATERIALS AND METHODS  
 
Isolation of Proteolytic Bacteria 
The fish wastes were collected from Annankoil landing centre, Parangipettai. The fish wastes were then hydrolyzed 
for 21 days in closed container.  At different time interval (0, 7, 14 and 21 days) 1 g sample was taken from 
hydrolyzed fish waste and transferred to a sterile conical flask (250 mL) containing 100 mL of sterile distilled water 
and serial dilutions (up to 10-6) of suspensions were prepared. One hundred millilitre of aliquots was aseptically 
inoculated on medium containing 5 g of beef extract, 5 g of peptone, 5 g of glucose, 3 g of sodium chloride, 15 g of 
agar in 1000 mL of 50 % seawater at pH of 7.0 and incubated at 30°C for 24 to 48 h. 
 
Screening and Identification of Proteolytic Bacteria 
The purified bacterial isolates were streaked on skim milk agar plates containing 5 g of peptone, 10 g of glucose, 5 g 
of yeast extract, 0.1 g of casein hydrolysate, 15 g of agar in 1000 mL 50 % seawater at a pH of 7.0 and were incubated 
at 37ºC for 24 to 48 h. The isolates showing a clear zone of casein hydrolysis were identified as protease producers. 
Protease positive isolates were identified based on morphological and biochemical characterization according to 
Bergey’s manual of determinative bacteriology [10].  
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Optimization for Alkaline Protease Production Under Submerged Fermentation 
The optimization studies included the production of protease under different pH (6-10) and incubation temperature 
(25°C, 30°C, 35°C, 37ºC, 40°C) of the growth medium, supplementation of the growth medium with different carbon 
sources (10 g/L), such as lactose, maltose, dextrose, glucose and sucrose as well as different nitrogen sources (5 g/L), 
peptone, beef extract, yeast extract, ammonium sulphate, urea, sodium nitrate and tryptone, respectively.  
 
Mass Production Of Alkaline Protease Under Submerged Fermentation 
The culture media used for mass production of protease contains Glucose1 % (w/v), peptone 0.5 %, KH2PO4 0.2 %, 
MgSO4 ·7H2O 0.2 %, Casein 1 % and pH 9.0. It was maintained at 37°C for 48 h in a shaking incubator.  Then 1 mL of 
enriched seed culture was inoculated into 250 mL flask containing 100 mL optimizing media. The culture was then 
incubated for 48 h under shaking condition at 140 rpm. At the end of incubation period, the whole culture broth was 
centrifuged at 10,000 rpm for 15 min, to remove the cellular debris and the clear supernatant was used for enzyme 
assay and purification. 
 
Protease Assay 
The proteolytic activity of cell free supernatant of PAB28 was determined by following the method of Olajuyigbe and 
Ajela (10). The assay system consists of following ingredients such as 1.25 mL Tris buffer (pH 7.2), 0.5 mL of 1 % 
aqueous casein solution, and 0.25 mL culture supernatant. Approximate controls were also made by adding assay 
mixture without culture filtrate. The mixture was incubated for 30 min at 30ºC. After incubation, 3 mL of 5 % ice cold 
tricarboxylic acid (TCA) was added to this mixture, and the formed precipitate was placed at 4ºC for 10 min and 
centrifuged at 5000 rpm for 15 min. After centrifugation, the cell free supernatant was collected. To 0.5 mL of 
supernatant, 0.5 M sodium carbonate (2.5 mL) was added and the mixture incubated for 20 min. Five hundred 
milliliter of folin phenol reagent was added to the mixture and the absorbance was read at 660 nm using UV-Vis 
Spectrophotometer. The amount of protease produced was measured with the help of a tyrosine standard graph. The 
protease activity was expressed in micrograms of tyrosine released under standard assay conditions [11, 12,13]. 
Specific enzyme activity was expressed as units/mg of protein. 
 
Protein Estimation 
To determine the protease specific activity, the concentration of soluble protein in the cell free sample was estimated 
by the method described by Lowry et al.[14] by using bovine serum albumin as a standard. 
 
Partial Purification and Gel Electrophoretic Characterization of Alkaline Protease  
The supernatant were precipitated by adding two volumes of acetone and kept for 1 h at 4ºC to allow complete 
precipitation. The resulting precipitate was collected by centrifugation at 1000 rpm for 30 min and the pellet was air 
dried and resuspended in a minimal volume of 20 mM Tris HCl buffer (pH 7.2). Finally, the insoluble substances 
were removed by centrifugation at 1000 rpm for 30 min. The supernatant thus obtained was applied to ion exchange 
column chromatography of DEAE sephadex - A50 (2.5 to 3.0 cm), which had been equilibrated with 20 mM Tris Hcl 
(pH 7.2). After loading the sample, the column was washed with the same buffer until the optical density of the 
elution was zone at 280 nm. The bound proteins were then eluted with a linear gradient of sodium chloride in the 
range of 0.1 to 1 M in the equilibrating buffer. 4 mL of each fraction was collected at a flow rate of 40 mL/h. The 
enzyme activity and protein content of the each fraction were determined. Homogeneity of the protein was checked 
by SDS-PAGE, According to Laemmle’s method (1970) to determine the molecular weight of partially purified 
protease. The molecular weight of the protease was determined from broad range molecular weight (10-250 kDa) 
protein standards.  
 
Statistical Analysis 
In all experiments, the measurements were carried out with duplicated parallel cultures. Test for significant 
difference was analyzed using one way analysis of variance (ANOVA) by SPSS 11.5 software. 
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RESULTS 
 
Forty two bacterial strains were isolated from hydrolyzed fish wastes. Out of 42 bacterial strains, twenty five strains 
were exhibiting proteolytic activity. From the protease positive bacteria, one potential candidate PSR28 was selected 
for further studies based on the largest zone of casein hydrolysis greater than 10 mm in diameter which was highest 
as compared to other isolated strains. Based on the morphological and biochemical characterization, the isolate 
PAB28 was identified as Bacillus subtilis. The effect of pH on protease production was tested with different range 
from 6 to 10 and maximum activity of 188.97 U/mL at pH 9 and minimum activity of 79.88 U/mL at pH 6 was 
observed (Fig. 1). The influence of temperature on protease production was determined at different temperatures 
ranged from 25°C to 40°C. Maximum protease production of 216.48 U/mL was observed at 37ºC and the minimum 
enzyme production of 61.10 U/mL was recorded at temperature 25ºC. However, increase in temperature beyond 
37°C led to decline in protease production (Fig. 2). 
 
In continuation of assessment of effect of pH and temperature on protease enzyme production, further, a range of 
carbon and nitrogen sources were tested to maximize protease production. As shown in figure 3, of the five different 
carbon sources tested, glucose was the most effective sole carbon source resulting in the increased protease activity 
of 142.78 U/mL.  Similarly, of the five different nitrogen sources tested, the maximum enzyme activity of 142.38 
U/mL was observed in the presence of peptone added medium (Fig. 4). Whereas, ammonium sulphate shown 
minimum (27.65 U/mL) value of protease production.  The summary of purification data is given in Table 1. Protease 
from the culture supernatant was purified by the combination of acetone precipitation followed by DEAE sephadox 
A-50 ion exchange column chromatography. Initially the crude enzyme was concentrated by acetone precipitation. 
Above fifty percent of purity was achieved with 2.2 fold purification. Following the acetone precipitation the resulted 
crude enzyme precipitate was applied to DEAE sephadex A-50 column. Purified protease enzyme showed specific 
activity of 169.08 U/mL of protein with purification fold of 7.59. The purified protease was analyzed by SDS- PAGE. 
The purified alkaline protease was resolved on a SDS-PAGE found to be a homogeneous protein as evident by single 
band corresponding to 60 kDa on SDS-PAGE relative to the standard molecular weight markers (Fig. 5).  
 
DISCUSSION 
 
Generally fish waste contains protease enzymes in gut and intestine and also contains proteolytic microbes. In the 
present study, alkaline protease producing Bacillus sp. was isolated from the hydrolyzed fish wastes. Several species 
of Bacillus sp. have been reported to be proteolytic and are commercially exploited [15,16]. Sudeepa et al. [17] isolated 
the proteolytic bacteria such as Aeromonas, Bacillus sp. and Pseudomonas sp. from fish processing waste and also 
found that among the Bacillus sp. they have tested Bacillus proteolyticus CFR3001 is a potential strain for production of 
alkaline protease. Esakkiraj et al. (18) reported a protease producing Bacillus cereus strain from gut of estuarine fish 
Mugil cephalus using tuna fish processing waste as a substrate. In the present investigation, protease producing B. 
subtilis were isolated from hydrolyzed trash fish wastes.  
 
In the present investigation, the potential strain B. subtilis showed maximum protease activity in alkaline pH as 
shown in Fig.1. Similar results were obtained from  B. proteolyticus CFR3001 isolated from fish processing waste [18] 
and B. subtilis isolated from mid gut of fresh water fish Labeo rohita [19]. Dunaevsky et al. [20] reported majority of 
microorganisms producing alkaline proteases shows growth and enzyme production under alkaline conditions. The 
present result coincide with Joo et al. [21] who reported that the  protease production is maximum at pH 7 to 11 for 
Bacillus sp. strain S4 and Pseudomonas sp strain S22. The temperature was found to influence extracellular protease 
enzyme secretion; possibly changing the physical properties of the cell membrane [22]. In the present study the 
maximum enzyme activity was recorded at 37ºC and minimum enzyme production at 25ºC. The similar findings 
were observed in B. proteolyticus CFR3001 [17], whereas in another report by Fujiwara and Yamamoto [23], protease 
activity exhibited by Bacillus sp. was higher at 30°C. Few previous reports suggested the optimum temperature for 
protease production by B. subtilis and Bacillus aquimaris was found to be at 40 ºC [24,25,26,27]  
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Production of extracellular proteases has been to be sensitive to repression by different carbohydrate and nitrogen 
sources [28]. In the present work, glucose was considered the suitable carbon source as compared to other supplied 
carbon sources (Fig. 3). There are several reports showing that different carbon sources have different influence on 
enzyme production by different bacteria and fungi. In our findings, next to glucose other carbon sources like lactose 
and maltose also showed better protease production at 24 hrs but considerably reduced by 48 h of incubation. Similar 
findings were observed in B. subtilis isolated from fresh water fish (Labeo rohita) gut [19]. Malathi et al. [29] reported 
carbon sources such as lactose, maltose, sucrose and fructose as a best source for the maximal production of alkaline 
protease, while Githashree and Prasad [30] have reported the highest protease when dextrose used as a carbon 
source for optimization of enzyme production by B. subtilis. Mahendran et al. [24] found that sucrose is optimum 
carbon source for production of alkaline protease from B. aquimaris. The present work also derived the suitable 
nitrogen source for maximum protease activity by B. subtilis. (Fig. 4) among the nitrogen sources; peptone produced 
maximum protease 71.54 U/mL. Wang and Hsu [31] found that casein and peptone were better nitrogen sources for 
protease production by Prevotella ruminicolo. However, production medium enriched with natural sources (soya bean 
meal) also reported as best nitrogen source for protease production [32]. Githashree and Prasad [30] optimized 
protease production with peptone as nitrogen source; Kalaiarasi and Sunitha [33] reported that peptone was good 
source for alkaline protease production from Pseudomonas fluorescens. Uyar et al. [34] reported that skim milk was a 
suitable nitrogen source for production of alkaline protease from B. cereus strain CA15. In some earlier reports, it was 
found that different nitrogen sources such as soybean meal, casamino acid, and peptone were effective medium 
ingredients for the protease production by Bacillus sp. [8,9].  
 
Ammonium sulphate is being commonly used for the enzyme purification for many years. But researchers have 
found much more efficient methodologies such as protein precipitation by ammonium sulphate, anion exchange 
chromatography, desalt/buffer exchange of protein, and gel filtration chromatography.  In present study, during 
purification all the proteins other than protease were bound to the matrix. Totally eighteen fractions were observed 
and the fractions of protease were recovered in washing and the eight fractions had a highest enzyme activity that 
the enzyme was purified 7.59 fold with a yield of 6.74%. The specific activity was 169.08 U/mg of protein. Similar 
kind of behavior was also observed in the case of Bacillus sp. Protease [35] and Pseudomonas sp. protease [36]. Purified 
alkaline protease from B. subtilis migrated as single band with 60 kDa in SDS PAGE under reducing conditions, 
suggests that the purified protein was homogenous with high molecular weight. The relative molecular weight of 
protease enzyme was previously reported from Beauveria bassiana (Bals.) Vuil. [37]. The microbial proteases and their 
molecular masses ranged between 15 and 36 kDa with few exceptions of high molecular mass, such as 42 kDa from 
Bacillus sp. PS719 [38] and very high 90 kDa from B. subtilis [39]. In previous findings, the alkaline protease from 
Bacillus sp. was reported as a single band with molecular weight ranging from 16 to 32 kDa [40, 42] and other 
halophilc and alkaline proteases have molecular weight in range from 40 to 130 kDa [41, 43].  Most of the purified 
protease from B. cereus was found to have a molecular weight between 34 to 45 kDa [44,45].  Thus, the Bacillus subtilis 
isolated from the hydrolyzed fish waste is a potent species that can be used for the large scale industrial production 
of protease under the optimized environmental conditions. 
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Table 1: Purification summary of alkaline protease produced from Bacillus subtilis under optimum condition 

S.No Purification steps 
Total 
volume 
(mL) 

Total 
enzyme 
activity 
(U) 

Total 
protein 
content 
(mg) 

Specific 
activity 
(U/mg) 

Purification 
fold 

% yield 

1 Crude enzyme 100 12400 180 69 1 100 

2 
Acetone 
precipitation 25 4850 24.9 202.08 2.2 39.11 

3 DEAE-Sephadex-G- 
100 10 2384 8.4 284 7.59 19.2 
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Figure 1: Effect of pH on production of alkaline 
protease by Bacillus subtilis 

Figure 2: Effect of temperature on production of alkaline 
protease by Bacillus subtilis 
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Figure 3: Effect of different carbon sources on 
production of alkaline protease by Bacillus subtilis 

Figure 4: Effect of different nitrogen sources on 
production of alkaline protease by  Bacillus subtilis 
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Figure 5: Molecular weight determination of purified alkaline protease by SDS-PAGE 

(L1- Crude extract, M- Protein marker, L2- Purified alkaline protease) 
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In this work, the queuing model is formed consisting of Serial and non-serial service channels. Concepts 
such as feedback and reneging due to urgent call/message and impatient of the customers are studied in 
the serial queues. The Balking behaviour is included in both types of the queues.  The customers arrive in 
Poisson stream from outside and may join any service channel of the queuing system directly. The units 
may leave the serial channels of queuing model with or without getting service. The service time 
distribution is negative exponential and arrival of customer is random.  Marginal probabilities and mean 
length of the queue have been calculated for unlimited to measure the efficiency of the system. 
 
Keywords: Service channels, Poisson, exponential, Urgent message, Impatient behavior, Queue 
discipline, Steady-state, Waiting space. 
 
INTRODUCTION 
 
Since last century, number of Mathematicians, Researchers and Statisticians have worked a lot in queuing theory 
namely O’Brien (1954), Jackson (1954) Hunt(1955 ) , Finch (1959), Singh (1984)and many more. Meenu et.al. (2018) 
studied the customers’ behaviour in multi-channel finite queuing system. Deepak et.al.(2021) studied the concept of 
feedback and reneging because of important call and impatience behavior. Singh et.al. (2016) studied in his thesis 
about serial queues linked with non-serial queues with balking in both types of queues along with reneging and 
feedback in serial queues. Here, we study balking in non-serial queues and feedback is permitted from each serial 
service channel to all its previous serial service channels which is an extension of research discussed in reference no 
21.Keeping in mind the given details, a realistic and more general queuing model has been constructed such that: 
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1. R service channels in series are linked with S non-serial  Service channels . 
2. The customers may join the system at any stage from outside directly and may leave the system at any stage 

after service. 
3. The customers may not join the service channels in both series and non-series service channels due to large 

number of customers already present there and their joining rate depends upon the queue size. 
4. Feedback is permitted from each service channel to all its previous service channels  
5. There is reneging in serial queues either due to urgent call or due to impatient behaviour of the customers. 
6. Arrival is Poisson distributed, service rate is negative exponential and queue follows SIRO pattern. 
7. There is waiting space which is infinite. 
 
 
FORMULATION OF QUEUING MODEL: 
We studied the queuing model having serial service channels 1 2 3 1, , , ... , ,R RQ Q Q Q Q

  with respective servers 

1 2 3 1, , , ..., ,R RS S S S S
. The last channel RQ of the serial queues is connected with S Non-Serial service channels

1 1 1 2 13 1 1 1, , , ... , ,S SQ Q Q Q Q
 with respective server 11 12 13 1 1 1, , , ..., ,S SS S S S S

. The customers arrive for various 

services at the service channels from outside in Poisson stream with i at  1, 2, 3, ......,iQ i R  and  1j at 

 1 1,2,......, 1,jQ j S S   but the fresh customers may not join the queue   1,2,3,......,iQ i R on seeing 

the long queue there then the Poisson input rate  i becomes / 1i ia    , ia  is the number of customers in the 

queue iQ  . Also , due to balking, the customer may not enter the non-serial queues  1 1,2,......, 1,jQ j S S    

such that arrival rate would be 1

1
j

jb



 instead of 1j The service time distribution for the servers Si (i=1,2,3,…,R) and 

S1j (j=1,2,3,….,S) are mutually independent negative exponential distributions with parameters  1,2,3,......,i i R   

and  1 1,2,3,......,j j S  respectively. After completing service at Si ,  the customer either leaves the ith service 

channel  with probability id  or joins the next service channel with probability 
1

( 1, 2,3,..., 1)
1

i

i

p
i R

a 

 


 or joins 

back for re-service any of its previous channels with probabilities ( 1,2,3,..., 1)
1

il

l

r l i
a

 


 such that 

1

11

1 ( 1, 2,3,..., 1)
1 1

i
i il

i
li l

p rd i R
a a





    
  . After getting served at QR ,the customer either leaves the 

system with probability dR or joins back for re service any of  its previous service channels with probabilities

( 1,2,3,..., 1)
1

Rl

l

r l R
a

 


  or joins any non-serial queue Q1j(j=1,2,3,…,S) with probability 
1

Rj

j

t
b 

 such that 

1

1 1
1

1 1

R S
RjRl

R
l jl j

trd
a b



 

  
    It is also seen that the customer shows impatience because of long queue and  leaves 

the system   without getting service. Even at times, the customer receives the urgent call/message when they wait in 
the queue and left the queue immediately even if there is no long queue. Under such situations, the average reneging 

rates of the customer in the ith serial service channel have been taken i due to urgent call/message(i=1,2,…,R) and  

Sangeeta et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73374 
 

   
 
 

iiaC due to impatient behaviour of the customer after a wait of certain time T0i defined by 

0

0

1

i i

i

i i i

i

T
a

i
ia T

a

eC
e










 
  

 

 

where i  is  rate of getting served and ia is the queue size 

Such types of queuing modelsare commonly used in administrative setup of district administration. 

 1 2 3 1 2 3, , ,..... ; , , ,... ;R SP a a a a b b b b t is assumed as the probability that at a time ‘t’ there are ia units 

(which may balk or renege either due to urgent call or impatient behaviour or join the next channel or join back  any 
of its  previous service channel or leave the system after getting service) waiting in the ith service channel before the 
server Si(i=1,2,3,…,R-1) , aR customers (which may leave the system or join back all its previous channels or join any 
non-serial service channels) waiting in Rth  service channel before the server SR ;bj customers (which either balk or 
leave the system after getting service) waiting in Q1j before the server S1j(j=1,2,3,…,S) 
 
Using the given operators, we formulate the system's equations in compact form. 

 
 
Differential-difference Equations: The differential-difference equations of the system are written as under: 
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Steady–State Equations 
The  Steady-State equations obtained from (1) by equating the time derivative to zero  in differential - difference 
Equation are as under 

 
 
Steady-State Solutions: 
The equations in steady form are satisfied by the following Steady-State solutions 
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These unknown parameters 1, 2, 3......... 1,R R      can be found out by using (5) R-equations. Solving these (5) R-

equations for R by finding the values of determinants, we get 
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Since R has been calculated, so we get 1R  by putting the value of R  in the last  (5)R-equations, 2R  by putting 

the values of 1R  and R in the last but one equation of (5)R-equations, continuing like this, we get the values of 

3 4 3 2, , , , ,R R      and 1.  

All the parameters 1 2 3 1, , , , ,R R      have been calculated except 0,0P  
 
 
  which can be 

determined by normalizing condition  

 
0
0

, 1
a
b

P a b








 

 and with the limitation that each service channel in the system has a lower than a unified traffic 

intensity 

 
Thus,(7) 0, 0; ( 1, 2,3, ..., ; 1, 2,3, ...., )i ja b i R j S   

has been determined completely.
 

Further, since the present queuing model is being discussed in steady state conditions and derivative of  ,P a b

does not depend upon any specific queue discipline so in the long run, the reneging due to impatient behaviour of 

the customers of the system becomes constant and reneging rate 
iiaC would be  1,2,3,...,iC i R . Putting 

iia iC C in the difference-differential equations (1), in the equations (2) and in the solutions (3) and (7), we get 

steady-state solutions as under 
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0, 0; ( 1, 2, 3, ..., ; 1, 2, 3,...., )i ja b i R j S   
                                          (8)     

Where, 

 
1 1 1

1

R R R
R R

R

p
h

 
    



 
 

As discussed  earlier, we can find R  from  R-equations given above with the help of determinants or R   can be 

derived easily directly by taking 
  

( 1,2,3,...., 1)
1

ij i
ij

i i i i

p
K j R

a C



 
  

  
 and 

   1 ( 1, 2, 3, .., )i i i i ih b C i S       in results (6) and (7) and in the values of 1 3 2,...., ,R  
. 

Using the normalizing condition,   0,0P   can be calculated from result (8)  as under 
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As discussed  earlier, we can find R  from  R-equations given above with the help of determinants or R   can be 

derived easily directly by taking 
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1

ij i
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i i i i

p
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  
 and 

   1 ( 1, 2, 3, .., )i i i i ih b C i S       in results (6) and (7) and in the values of 1 3 2,...., ,R  
.
 

Using the normalizing condition,   0,0P   can be calculated from result (8)  as under 
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Marginal Probabilities in Steady-state

 

The steady-state marginal probability of the service channel Q1 having 1a customers waiting for service before the 

server S1 denoted by  1P b , is determined by using (8) and above result as under 

   
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Mean Queue Length 
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Behaviour of Marginal Mean Queue Length of the Model with Arrival Rate taking varying reneging rate 
Keeping various parameters fixed by taking some constant value: 
1. Probability of joining the next server i.e.  ip  = 0.5 

2. Probability of joining back the previous server i.e.  R lr  = 0.02 

3. Number of customers before serial server i.e. ia    = 10 

4. Arrival rate before serial server i.e. i =25 

5. Number of customers before non-serial servers i.e.  jb  =12 

6. Arrival rate before non-serial server i.e.  1j  = 10 

7. Probability of joining the non-serial servers i.e. RjT  = 0.02 

8. Service rate before non-serial server i.e. 1j   = 15 

 
 
The given graph indicates the following results: 
 With the increase in service rate, the mean queue length of the system falls down gradually for various values of 

reneging rate.It means by providing services quickly the person stops reneging and also the length of the queue 
decreases . 

 Also with the increase in service rate, the system becomes independent of reneging rate . 
 Marginal mean queue length has higher values for lower value of reneging rate irrespective of the service rate 

though the gap becomes lesser with the increase in the value of  i 
 
CONCLUDING REMARKS 
 
1. The important concept of balking and reneging are studied deeply in the present work because both the concepts 

have a bearing effects on the direct as well as indirect cost of the business. 
2. If the current model simply allows feedback from each service channel to its prior service channel, the outcomes 

would be similar to those of the queuing model stated in reference no. 21. 
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Fig.(i) Serial with non-serial service channel Queuing 
Model 
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Service 
rate μi for 
server Si

Servers 
in Series      

Si

10 1 1 8 11 30.82222 29.89509 29.88978 2.37094 1.494754 1.286619 10.045623 10.04145 10.03988 12.41656 11.5362 11.3265
20 2 1 8 11 32.21363 30.71474 31.1914 1.400593 1.023825 0.917681 10.045623 10.04145 10.03988 11.44622 11.06527 10.95756
25 3 1 8 11 30.58672 29.68903 29.69214 1.092383 0.848258 0.773644 10.045623 10.04145 10.03988 11.13801 10.8897 10.81352
30 4 1 8 11 29.81557 29.12644 29.06199 0.903502 0.728161 0.671943 10.045623 10.04145 10.03988 10.94912 10.76961 10.71182
45 5 1 8 11 29.06318 28.51908 28.45245 0.605483 0.518529 0.48847 10.045623 10.04145 10.03988 10.65111 10.55997 10.52835
50 6 1 8 11 28.34045 27.9515 27.83985 0.534725 0.465858 0.441462 10.045623 10.04145 10.03988 10.58035 10.5073 10.48134
60 7 1 8 11 27.60035 27.3112 27.22664 0.438101 0.39016 0.372691 10.045623 10.04145 10.03988 10.48372 10.43161 10.41257
65 8 1 8 11 26.87916 26.68575 26.6154 0.395282 0.35581 0.341213 10.045623 10.04145 10.03988 10.4409 10.39726 10.38109
70 9 1 8 11 26.16788 26.05126 26.00816 0.358464 0.325641 0.313351 10.045623 10.04145 10.03988 10.40409 10.36709 10.35323

reneging rate before the serial 
server ρi

Marginal Mean queue length 
before the server

Marginal mean queue length 
before non-serial server

Mean queue length of the 
system
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This study compares the performance of a parallel and biserial priority queue system in fuzzy 
environments. In this paper, we investigate fuzzy behavior of purposed model by applying two different 
approach α-cut and L-R. The model consists biserial subsystems with priority discipline and parallel 
subsystems assuming general arrival connected with common server. Numerical behavior of queue 
Parameters are well explained by both methods. 
 
Keywords: fuzzy, Priority, Parallel, L-R method, Biserial, α-cut 
 
INTRODUCTION 
 
Priority queues are extremely important in queuing theory for offering various customer classes high-quality service. 
However, the input data for the priority queuing model is unpredictable, and fuzzy logics have been employed to 
eliminate this ambiguity. When compared to crisp values, fuzzy concepts produce solutions that are more 
acceptable. Numerous scholars developed queueing models in a fuzzy setting using various methodologies and 
fuzzy numbers. Li and Lee [1], Gupta [2,3], Singh T. P. [4], Mittal [5], Sharma [6], J. Devraj [7], B. Kalpana and N. 
Anusheela [8,9] used Zadeh Principle based α-cut approach. Saini A., Gupta D and A. K. Tripathi [10] analyzed 
queue system with heterogeneous server and bi-tandem queues in fuzzy by the use of α-cut. Ritha and Menon [11], 
W. Ritha and S. Josephine Vinnarasi [12], Mukeba [13,14], Saini V, Gupta D and Tripathi A. K. [15] discussed the 
queue models in fuzzy by applying feedback and triangular fuzzy numbers through the L-R method.  Gupta D, Saini 
A and Tripathi A. K [16] discussed queue characteristics of priority queue model consisting bi-serial and parallel 
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servers in stochastic environment. The present paper is fuzzy representation of existing study by using two different 
approaches in fuzzy environment. 
 
Definitions 
Fuzzy Set    If the results of a membership function of a function ܩ෨ defined on the universal set X is either ߤ ෨ீ(x) =
1; ݔ ∈ ߤ ݎ݋ ܺ ෨ீ(x) = ݔ;0 ∉ ܺ, then the function is said to be fuzzy. 

α – cut approach 

A fuzzy set ܮ෨ ܺ:෨ܮ ݏܽ ܺ ݊݋ ݂݀݁݊݅݁݀  → [0,1] ܽ݊݀  for any ߙ ∈ [0,1], then the ߙ − ௅ߙ  ݐݑܿ = ݔ} ∈ ܺ, ௅෨(X)ߤ ≥ α} for ܮ෨is a 
crisp set. 

Strong ߙ − ߙ :ݏݐݑܿ + ௅ = {ݔ ∈ ௅෨(X)ߤ ,�ܺ >  1 & 0 ݊݁݁ݓݐܾ݁ ݏ݈݁݅ ߙ ݎ݁ݒℎ݁݊݁ݓ  {ߙ

Weak ߙ − ௅ߙ  :ݏݐݑܿ = ݔ} ∈ ܺ, ௅෨(X)ߤ ≥ α} ݓℎ݁݊݁1 & 0 ݊݁݁ݓݐܾ݁ ݏ݈݁݅ ߙ ݎ݁ݒ As all members of a fuzzy set must be greater 
than or equal to ߙ, it is important to view fuzzy sets as crisp sets. 
Fuzzy Triangular Number 
A number ܮ෨ = (݈ଵ,݉ଵ, ݈ଶ) is a fuzzy triangular number, if the membership function ߤ௅෨ ݋ (ݔ)  ෨ is defined asܮ݂ 

௅෨(X)ߤ =

⎩
⎪
⎨

⎪
⎧
ݔ − ݈ଵ
݉ଵ − ݈ଵ

, ݈ଵ ≤ ݔ ≤ ݉ଵ

݈ଶ − ݔ
݈ଶ −݉ଵ

, ݉ଵ ≤ ݔ ≤ ݈ଶ
݁ݏ݅ݓݎℎ݁ݐ݋,0

� 

Fuzzy L-R Number (J. P. Mukeba et al 2015,2016) 
A number ܪ෩ = (ℎଵ,  ݉ଵ,ℎଶ) is said to be fuzzy L-R ⟺ three real numbers ݉ଵ, ℎଵ, ℎଶ > 0, as well as two continuous, 
positive and decreasing functions L and R, exist from R to [0,1], and satisfying the following conditions as such that 
L (0) = 1, L (1) = 0, L (x) > 0, lim௫→∞ L (x) = 0 
R (0) = 1, R (1) = 0, R (x) > 0, lim௫→∞ R (x) = 0 

ு෩(X)ߤ =

⎩
⎪
⎨

⎪
ܮ⎧ ൬

݉ଵ − ݔ
ℎଵ

൰ , ݔ ∈ [݉ଵ − ℎଵ,݉ଵ]

ܴ ൬
ݔ −݉ଵ

ℎଶ
൰ , ݔ ∈ [݉ଵ,݉ଵ + ℎଶ]

݁ݏ݅ݓݎℎ݁ݐ݋,0

� 

A fuzzy number ܩ෨ is represented in L-R form as its L-R representation is of the form  ܪ෩ = (  ݉ଵ, ℎଵ,ℎଶ)௅ோ, where 
 ݉ଵ, ℎଵ,ℎଶ are used as modal value, left and right spread of ܪ෩ respectively. 
Supp (ܪ෩) = ( ݉ଵ − ℎଵ,  ݉ଵ + ℎଶ) 
 

L-R fuzzy Arithmetic (J. P. Mukeba et al 2015, 2016) 

L-R fuzzy Arithmetic operations on two L-R fuzzy numbers ܩ෨ = (  ݉ଵ,݃ଵ,݃ଶ)௅ோ&ܪ෩ = ( ݈ଵ, ℎଵ,ℎଶ)௅ோ are define as 
෨ܩ ෩ܪ+ = (݉ଵ + ݈ଵ,݃ଵ + ℎଵ,݃ଶ + ℎଶ)௅ோ 
෨ܩ ෩ܪ− = (݉ଵ − ݈ଵ,݃ଵ + ℎଶ,݃ଶ + ℎଵ)௅ோ  

෩ܪ.෨ܩ = (݉ଵ݈ଵ,݉ଵℎଵ + ݈ଵ݃ଵ − ଵ݃ℎଵ,݉ଵℎଶ + ݈ଵ݃ଶ + ݃ଶℎଶ)௅ோ 
෨ܩ

෩ܪ
= ൬

݉ଵ

݈ଵ
,

݉ଵℎଶ
݈ଵ(݈ଵ + ℎଶ) +

݃ଵ
݈ଵ
−

݃ଵℎଶ
݈ଵ(݈ଵ + ℎଶ) ,

݉ଵℎଵ
݈ଵ(݈ଵ − ℎଵ) +

݃ଶ
݈ଵ

+
݃ଶℎଵ

݈ଵ(݈ଵ − ℎଵ)൰௅ோ
 

 
Defuzzification 
A triangular fuzzy number  ܩ෨ = (g1, g2, g3) fuzzified into crisp number G = ୥ଵାଶ ୥ଶା ୥ଷ

ସ
 by using Yager’s formula. 

 
Model Description 
The purposed model consists three subsystems C1, C2, C3. The Subsystem C1 has two biserial servers C11& C12 and 
subsystem C2 has parallel server C21 & C22. Both C1&C2 are linked to C3. Both type of low and high priority customer 
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enters into the system either from biserial or parallel server. After being served the customer move to next server for 
availing the service of next phase. 
 
Notations 

݉పఫ෦  = fuzzy low and high priority arriving customer, i = 1,2 & j = L, H 
పఫ෪ߣ  = fuzzy Priority input rate, i = 1,2 & j = L, H     
ప′෩ߣ  = fuzzy general arrivals, i = 1,2 
పఫ෦ߤ  = fuzzy cost of service for low and high priority visitors, i = 1,2 & j = L, H     
ప′෩ߤ  = fuzzy service rate at parallel subsystem 
పఫ෦ߙ  = fuzzy probabilities from i’th server to j’th server  
 ෨ = The system's fuzzy queue lengthܮ

 
Mathematical Approach 
The utilization factors at different servers, based on the mathematical characterization of stochastic processes of the 
work Saini A., Gupta D. and A. K. Tripathi (2023) are as - 

γଵ =
λଵୌ + λଶୌαଶଵ

µଵୌ(1− αଵଶαଶଵ) 

γଶ =
λଶୌ + λଵୌαଵଶ

µଶୌ(1− αଵଶαଶଵ) 

γଷ =
λଵ

′

µଵ
′ αଷହ

 

γସ =
λଶ

′

µଶ
′ αସହ

 

γହ =

(λଵ
′ + λଶ

′ )(1− αଵଶαଶଵ) + αଵହ[(λଵୌ + λଶୌαଶଵ) + (λଵ୐ + λଶ୐αଶଵ)]
+αଶହ[(λଶୌ + λଵୌαଵଶ) + (λଶ୐ + λଵ୐αଵଶ)]

µଷ(1 − αଵଶαଶଵ)  

γ଺ =
µଵ୐(λଵୌ + λଶୌαଶଵ) + µଵୌ(λଵ୐ + λଶ୐αଶଵ)

µଵ୐µଵୌ(1 − αଵଶαଶଵ)  

γ଻ =
µଶ୐(λଶୌ + λଵୌαଵଶ) + µଶୌ(λଶ୐ + λଵ୐αଵଶ)

µଶ୐µଶୌ(1 − αଵଶαଶଵ)  

Solution of the model  
௠ܲభಽ,௠భಹ,௠మಽ ,௠మಹ,௠మ,௠య,೘ఱ

ଵߛ= =
௠భಹߛଶ

௠మಹߛଷ
௠మߛସ

௠యߛହ
 ௠ఱߛ଺

௠భಽߛ଻
௠మಽ 

(1− ଵ)(1ߛ − ଶ)(1ߛ − ଷ)(1ߛ − ସ)(1ߛ − ହ)(1ߛ − ଺)(1ߛ −  (଻ߛ
occur if  γଵ, γଶ, γଷ, γସ, γହ, γ଺, γ଻  ≤ 1 
 Fuzzy representation of queue parameters and server utilizations are as follows- 

ଵ෥ߛ =  
ଵு෪ߣ + ଶு෪ߣ ଶଵ෦ߙ

ଵு෦ߤ ଵଶ෦ߙ−1) ଶଵ෦ߙ ) 

ଶ෦ߛ =  
ଶு෪ߣ + ଵு෪ߣ ଵଶ෦ߙ

ଶு෦ߤ (1− ଵଶ෦ߙ ଶଵ෦ߙ )
 

ଷ෦ߛ =  
′ଵߣ
෪

′ଵߤ
෪ߙଷହ෦

 

ସ෥ߛ =  
′ଶߣ
෪

′ଶߤ
෪ߙସହ෦

 

ହ෦ߛ =  
′ଵߣ
෪ + ′ଶߣ

෪

ଷ෦ߤ
+  
ଵହ෦ߙ ൣ൫ߣଵு෪ + ଶு෪ߣ ଶଵ෦ߙ ൯+ ൫ߣଵ௅෪ + ଶଵ෦ߙଶ௅෪ߣ ൯൧ + ଶହ෦ߙ ൣ൫ߣଶு෪ + ଵு෪ߣ ଵଶ෦ߙ ൯ + ൫ߣଶ௅෪ + ଵଶ෦ߙଵ௅෪ߣ ൯൧

ଷ෦(1ߤ ଵଶ෦ߙ− ଶଵ෦ߙ )  

଺෦ߛ =   
ଵ௅෦ߤ ൫ߣଵு෪ + ଶு෪ߣ ଶଵ෦ߙ ൯ + ଵு෦ߤ ൫ߣଵ௅෪ + ଶଵ෦ߙଶ௅෪ߣ ൯

ଵ௅෦ߤ ଵு෦ߤ (1− ଵଶ෦ߙ ଶଵ෦ߙ )  
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଻෦ߛ =   ఓమಽ෦ ൫ఒమಹ෪ ାఒభಹ෪ ఈభమ෦ ൯ାఓమಹ෦ ൫ఒమಽ෪ ାఒభಽ෪ ఈభమ෦ ൯
ఓమಽ෦ ఓమಹ෦ (ଵିఈభమ෦ ఈమభ෦ )  

Fuzzy Lengths of queues 

ଵ෪ܮ =
ప෥ߛ

1− ప෥ߛ
 , ݅ = 1,2,3,4,5,6,7 

෨ܮ = ଵ෪ܮ  + ଶ෪ܮ + ଷ෪ܮ + ସ෪ܮ + ହ෪ܮ + ଺෪ܮ +  ଻෪ܮ
Average Waiting Time 
(෥ݓ)ܧ = ௅෨

ఒ෩
ሚߣ   ,  = ଵ௅෪ߣ  + ଵு෪ߣ + ଶ௅෪ߣ + ଶு෪ߣ + ′ଵߣ

෪ + ′ଶߣ
෪ 

Fuzzy Evaluation of Queue Parameters 
Evaluation using L-R Method 
Numerical Illustration 
We get, L-R representations of utilization factor with the help of above numerical values 
ଵ෥ߛ = (. 3906, .2402, .4365)LR 

ଶ෦ߛ = (. 4167, .2395, .4550)LR 

ଷ෦ߛ = (. 5555, .2876, .6943)LR 

ସ෥ߛ = (. 4, .316, .8821)LR 

ହ෦ߛ = (. 6087, .3934, .8171)LR 

଺෦ߛ = (. 6260, .4199, .9269)LR 

଻෦ߛ = (. 7045, .435, .9731)LR 

 

Modal values of ߛଵ෥ , ସ෥ߛ,ଷ෦ߛ,ଶ෦ߛ ,ହ෦ߛ,  -଻෦ are as followsߛ,଺෦ߛ
ଵ෥ߛ =.3906 
ଶ෦ߛ =.4167 
ଷ෦ߛ =.5555 
ସ෥ߛ  = .4 
ହ෦ߛ =.6087 
଺෦ߛ = .6260 
଻෦ߛ =.7045 
and for ܮଵ෪,ܮଶ෪,ܮଷ෪,ܮସ෪,  .଻෪ are .6410, .7144, 1.2497, .6, 3.4984, 1.6738, 2.3841 respectivelyܮ,଺෪ܮ,ହ෪ܮ
Supp (ߛଵ෥ ) = (. 3906− .2402, .3906 + .4365) = (.1504, .8271) 
Supp (ߛଶ෦) = (. 4167− .2395, .4167 + .4550) = (.1772, .8717) 
Supp (ߛଷ෦) = (. 5555− .2876, .5555 + .6943) = (.2679, 1.2498) 
Supp (ߛସ෥ ) = (. 4− .316, .4 + .8821) = (.084, 1.2821) 
Supp (ߛହ෦) = (. 6087−  .3934, .6087 + .8171) = (.2153, 1.4258) 
Supp (ߛ଺෦) = (. 6260− .4199, .6260 + .9269) = (.2061, 1.5529) 
Supp (ߛ଻෦) = (. 7045− .435, .7045 + .9731) = (.2695, 1.6776) 

Evaluation by α-cut method 
       As the Methodology adopted by Sameer et al [6], fuzzy parameters are represented as 

పఫ෪ߣ = ൫ߣ௜௝ଵ ௜௝ଶߣ, , ௜௝ଷߣ ൯,   
పఫ෦ߤ = ൫ߤ௜௝ଵ ௜௝ଶߤ, , ௜௝ଷߤ ൯,  
పఫ෦ߙ = ൫ߙ௜௝

ଵ ௜௝ߙ,
ଶ ௜௝ߙ,

ଷ ൯ ,    
ప′෩ߤ = ൫ߤ௜′ଵ,ߤ௜′ଶ,   ,௜′ଷ൯ߤ

ప′෩ߣ = ൫ߣ௜
′ଵ, ௜ߣ

′ଶ,ߣ௜
′ଷ൯   ∀ ݅ & ݆  

Now, fuzzy utilization factors are defined as 

ଵ෥ߛ = ቊ
ଵுଵߣ + ଶଵଵߙ ଶுଵߣ

ଵுଷߤ (1− ଵଶଷߙ ଶଵଷߙ )
,
ଵுଶߣ + ଶଵଶߙ ଶுଶߣ

ଵுଶߤ ଶଵଶߙ−1) ଵଶଶߙ )
,
ଵுଷߣ + ଶଵଷߙ ଶுଷߣ

ଵுଵߤ (1 ଶଵଵߙ− ଵଶଵߙ )
ቋ 

ଶ෦ߛ = ቊ
ଶுଵߣ + ଵଶଵߙ ଵுଵߣ

ଶுଷߤ (1− ଵଶଷߙ ଶଵଷߙ )
,
ଶுଶߣ + ଵଶଶߙ ଵுଶߣ

ଶுଶߤ ଶଵଶߙ−1) ଵଶଶߙ )
,
ଶுଷߣ + ଵଶଷߙ ଵுଷߣ

ଶுଵߤ (1− ଶଵଵߙ ଵଶଵߙ )
ቋ 
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ଷ෦ߛ =  ቄ ఒభ′భ

ఈయఱ
య ఓభ

′య , ఒభ′మ

ఈయఱ
మ ఓభ

′మ , ఒభ′య

ఈయఱ
భ ఓభ

′భቅ 

ସ෥ߛ =  ቊ
ଶ′ଵߣ

ସହଷߙ ଶ′ଷߤ
,
ଶ′ଶߣ

ସହଶߙ ଶ′ଶߤ
,
ଶ′ଷߣ

ସହଵߙ ଶ′ଵߤ
ቋ 

ହ෦ߛ =

⎩
⎪⎪
⎨

⎪⎪
ଵߣ⎧

′ଵ + ଶ′ଵߣ

ଷଷߤ
+
ଵହଵߙ ଵுଵߣ)] + ଶଵଵߙ ଶுଵߣ ) + ଵ௅ଵߣ)  + ଶଵଵߙ ଶ௅ଵߣ )] + ଶହଵߙ ଶுଵߣ)] + ଵଶଵߙ ଵுଵߣ ) + ଶ௅ଵߣ) + ଵଶଵߙ ଵ௅ଵߣ )]

ଷଷ(1ߤ ଵଶଷߙ− ଶଵଷߙ ) ,

ଵ′ଶߣ + ଶ′ଶߣ

ଷଶߤ
+
ଵହଶߙ ଵுଶߣ)] + ଶଵଶߙ ଶுଶߣ ) + ଵ௅ଶߣ)  + ଶଵଶߙ ଶ௅ଶߣ )] + ଶହଶߙ ଶுଶߣ)] + ଵଶଶߙ ଵுଶߣ ) + ଶ௅ଶߣ) + ଵଶଶߙ ଵ௅ଶߣ )]

ଷଶ(1ߤ ଵଶଶߙ− ଶଵଶߙ ) ,

ଵ′ଷߣ + ଶ′ଷߣ

ଷଵߤ
+ 
ଵହଷߙ ଵுଷߣ)] + ଶଵଷߙ ଶுଷߣ ) ଵ௅ଷߣ) + + ଶଵଷߙ ଶ௅ଷߣ )] + ଶହଷߙ ଶுଷߣ)] + ଵଶଷߙ ଵுଷߣ ) + ଶ௅ଷߣ) + ଵଶଷߙ ଵ௅ଷߣ )]

−ଷଵ(1ߤ ଵଶଵߙ ଶଵଵߙ ) ⎭
⎪⎪
⎬

⎪⎪
⎫

 

଺෦ߛ =

⎩
⎪⎪
⎨

⎪⎪
ଵ௅ߤ⎧

ଵ ଵுଵߣ) + ଶଵଵߙ ଶுଵߣ ) + ଵுଵߤ ଵ௅ଵߣ) + ଶଵଵߙ ଶ௅ଵߣ )
ଵ௅ଷߤ ଵுଷߤ ଵଶଷߙ−1) ଶଵଷߙ )

,

ଵ௅ଶߤ ଵுଶߣ) + ଶଵଶߙ ଶுଶߣ ) + ଵுଶߤ ଵ௅ଶߣ) + ଶଵଶߙ ଶ௅ଶߣ )
ଵ௅ଶߤ ଵுଶߤ ଶଵଶߙ−1) ଵଶଶߙ ) ,

ଵ௅ଷߤ ଵுଷߣ) + ଶଵଷߙ ଶுଷߣ ) + ଵுଷߤ ଵ௅ଷߣ) + ଶଵଷߙ ଶ௅ଷߣ )
ଵ௅ଷߤ ଵுଵߤ ଶଵଵߙ−1) ଵଶଵߙ ) ⎭

⎪⎪
⎬

⎪⎪
⎫

 

଻෦ߛ =

⎩
⎪⎪
⎨

⎪⎪
ଶ௅ߤ⎧

ଵ ଶுଵߣ) + ଵଶଵߙ ଵுଵߣ ) + ଶுଵߤ ଶ௅ଵߣ) + ଵଶଵߙ ଵ௅ଵߣ )
ଶ௅ଷߤ ଶுଷߤ ଵଶଷߙ−1) ଶଵଷߙ ) ,

ଶ௅ଶߤ ଶுଶߣ) + ଵଶଶߙ ଵுଶߣ ) + ଶுଶߤ ଶ௅ଶߣ) + ଵଶଶߙ ଵ௅ଶߣ )
ଶ௅ଶߤ ଶுଶߤ ଶଵଶߙ−1) ଵଶଶߙ ) ,

ଶ௅ଷߤ ଶுଷߣ) + ଵଶଷߙ ଵுଷߣ ) + ଶுଷߤ ଶ௅ଷߣ) + ଵଶଷߙ ଵ௅ଷߣ )
ଶ௅ଷߤ ଶுଵߤ (1− ଶଵଵߙ ଵଶଵߙ ) ⎭

⎪⎪
⎬

⎪⎪
⎫

 

From Table3, we get utilization factor  
ଵ෥ߛ = ,ଵଵߛ) ,ଵଶߛ (ଵଷߛ = (. 2053, .3906, .5844) 

ଶ෦ߛ = ,ଶଵߛ) ,ଶଶߛ (ଶଷߛ = (. 4456, .4167, .2983) 

ଷ෦ߛ = ଷଵߛ) ,ଷଶߛ, (ଷଷߛ = (. 375, .5555, .8928) 
ସ෥ߛ = ,ସଵߛ) (ସଷߛ,ସଶߛ = (. 5495, .4, .1961) 

ହ෦ߛ = ൫ߛହଵ, ,ହଶߛ ହଷ൯ߛ = (. 7640, .7778, .7937) 

଺෦ߛ = ,଺ଵߛ) ,଺ଶߛ (଺ଷߛ = (. 4580, .6260, .7597) 

଻෦ߛ = ,଻ଵߛ) ,଻ଶߛ (଻ଷߛ = (. 7453, .7045, .6339) 

and queue lengths 

ଵ෪ܮ =
ଵ෥ߛ

1− ଵ෥ߛ
= (. 3393, .6410, .9657) 

ଶ෪ܮ =
ଶ෦ߛ

1 − ଶ෦ߛ
= (. 7095, .7144, .4750) 

ଷ෪ܮ   =
ଷ෦ߛ

1− ଷ෦ߛ
= (1.0243, 1.2497, 2.4387) 

ସܮ 
෪

=
ସ෥ߛ

1− ସ෥ߛ
= (. 8761, .6667, .3126) 

ହ෪ܮ =
ହ෦ߛ

1− ହ෦ߛ
= (3.4539, 3.5005, 3.5882) 

଺෪ܮ    =
଺෦ߛ

1− ଺෦ߛ
= (1.1708, 1.6738, 1.9420) 

଻෪ܮ =
଻෦ߛ

1 − ଻෦ߛ
= (2.4011, 2.3841, 2.0422) 

De fuzzified values of utilization factors and length of queues by Yager’s formula are 
ଵ෥ߛ = .3927, ଶ෦ߛ = .3943, ଷ෦ߛ = .5947, ସ෥ߛ = .3864, ହ෦ߛ = .7783, ଺෦ߛ = .6174, ଻෦ߛ = .6971 

ଵ෪ܮ = ଶ෪ܮ,6468. = ଷ෪ܮ,6533.  = 1.4906,
ܮ ସ

෪
= ହ෪ܮ    ,6305. = ଺෪ܮ,3.5108 = ଻෪ܮ   ,1.6151 =  2.3029 

The most possible value of utilization factors and length of queues, are as - 
ଵ෥ߛ = .3906, ଶ෦ߛ = .4167, ଷ෦ߛ = .5555, ସ෥ߛ = .4, ହ෦ߛ = .7778, ଺෦ߛ = .6260, ଻෦ߛ = .7045 
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ଵ෪ܮ = ଶ෪ܮ,6410. = ଷ෪ܮ,7144.  = 1.2497,
ܮ ସ

෪
= ହ෪ܮ    ,6667. = ଺෪ܮ,3.5005 = ଻෪ܮ   ,1.6738 =  2.3841 

 
RESULTS 
 
Comparing the numerical values obtained by α-cut and L-R approach on same data,  
1. Utilization factors and mean length of queue modal values are ߛଵ෥ ଶ෦ߛ ,3906.= ଷ෦ߛ ,4167.= ସ෥ߛ ,5555.= ହ෦ߛ ,4. =  =.6087, 

଺෦ߛ ଻෦ߛ ,6260. = =.7045 and ܮଵ෪ = ଶ෪ܮ,6410. = ଷ෪ܮ,7144. = ସ෪ܮ,1.2497 = ହ෪ܮ,6. = ଺෪ܮ,3.4984 =  ଻෪ =2.3841ܮ,1.6738
respectively. 

2.    The most prevalent queue lengths and utilization parameters are ܮଵ෪ = ଶ෪ܮ,6410. =  .7144, ଷ෪ܮ   = 1.2497,
ସܮ 
෪

=

ହ෪ܮ    ,6667. = 3.5005, ଺෪ܮ    = ଻෪ܮ   ,1.6738 = ଵ෥ߛ ݀݊ܽ 2.3841  = .3906, ଶ෦ߛ  = .4167, ଷ෦ߛ = .5555, ସ෥ߛ = .4, ହ෦ߛ = .7778,
଺෦ߛ = .6260, ଻෦ߛ = .7045. 

 Thus, the values of utilization factor and queue length by α-cut are higher than the values by L-R method at 
common server. 
 
CONCLUSION 
 
In this research paper, we have used two different methods α-cut and L- R on approximate same data to analyze the 
queue behavior of priority queue network of biserial and parallel server in fuzzy environment. From comparative 
analysis of these two methods, we cannot say which method gives more accurate results than the other because 
values of queue characteristics obtained by both methods are almost same on all servers except the common server. 
But we can observe that while calculating numeric values of queue parameters, the L-R technique is shorter, more 
concise, versatile, and practical as compared to α-cut method. Comparative analysis of these two methods can be 
applied on more complex models for more accuracy. 
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Table 1. Fuzzy Particular Values  
Customers in queue Arrival times Service costs Probabilities 

݉ଵ௅ = ଵ௅෪ߣ (2,3,4) = ଵ௅෦ߤ (1,2,3) = ଵଶ෦ߙ (13,14,15) = (. 6, .4, .2) 
݉ଵு = ଵு෪ߣ (3,4,5) = ଵு෦ߤ (2,4,6) = ଵହ෦ߙ (14,16,18) = (. 4, .6, .8) 
݉ଶ௅ = ଶ௅෪ߣ (3,2,1) = ଶ௅෦ߤ (2,3,4) = ଶଵ෦ߙ (14,15,16) = (. 2, .3, .4) 
݉ଶு = ଶு෪ߣ (4,5,6) = ଶு෦ߤ (3,5,7) = ଶହ෦ߙ (16,18,20) = (. 8, .7, .6) 
݉ଶ = ′ଵߣ (1,3,5)

෪ = ′ଵߤ (3,4,5)
෪ = ଷହ෦ߙ (10,12,14) = (. 4, .6, .8) 

݉ଷ = ′ଶߣ (5,4,3)
෪ = ′ଶߤ (1,3,5)

෪ = ସହ෦ߙ (13,15,17) = (. 3, .5, .7) 
ଷ෦ߤ   = (26,27,28)  
 
Table 2. Fuzzy L-R Values 
Arrival times Service costs Probabilities 
ଵ௅෪ߣ = ଵ௅෦ߤ (2,1,1) = ଵଶ෦ߙ (14,1,1) = (. 4, .2, .2) 
ଵு෪ߣ = ଵு෦ߤ (4,2,2) = ଵହ෦ߙ (16,2,2) = (. 6, .2, .2) 
ଶ௅෪ߣ = ଶ௅෦ߤ (3,1,1) = ଶଵ෦ߙ (15,1,1) = (. 3, .1, .1) 
ଶு෪ߣ = ଶு෦ߤ (5,2,2) = ଶହ෦ߙ (18,2,2) = (. 7, .1, .1) 
′ଵߣ
෪ = ′ଵߤ (4,1,1)

෪ = ଷହ෦ߙ (12,2,2) = (. 6, .2, .2) 
′ଶߣ
෪ = ′ଶߤ (3,2,2)

෪ = ସହ෦ߙ (15,2,2) = (. 5, .2, .2) 
ଷ෦ߤ  = (27,1,1)  
 
Table 3. fuzzy particular values 

 
 
 
 

Customers in queue Arrival times Service costs Probabilities 
݉ଵ௅ = ଵ௅෪ߣ (2,3,4) = ଵ௅෦ߤ (3,2,1) = ଵଶ෦ߙ (15,14,13) = (. 6, .4, .2) 
݉ଵு = ଵு෪ߣ (3,4,5) = ଵு෦ߤ (2,4,6) = ଵହ෦ߙ (14,16,18) = (. 4, .6, .8) 
݉ଶ௅ = ଶ௅෪ߣ (3,2,1) = ଶ௅෦ߤ (2,3,4) = ଶଵ෦ߙ (16,15,14) = (. 2, .3, .4) 
݉ଶு = ଶு෪ߣ (4,5,6) = ଶு෦ߤ (7,5,3) = ଶହ෦ߙ (16,18,20) = (. 8, .7, .6) 
݉ଶ = ′ଵߣ (1,3,5)

෪ = ′ଵߤ (3,4,5)
෪ = ଷହ෦ߙ (14,12,10) = (. 4, .6, .8) 

݉ଷ = ′ଶߣ (5,4,3)
෪ = ′ଶߤ (5,3,1)

෪ = ସହ෦ߙ (17,15,13) = (. 3, .5, .7) 

ଷ෦ߤ   = (26,27,28)  
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Figure 1. Fuzzy Priority Biserial and Parallel Queuing System 
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Super capacitors, the high-power energy storage devices, have gained significant attention because of 
their rapid charge and discharge capabilities along with a longer life cycle. However, to further advance 
their application in various domains like electric vehicles, renewable energy systems, and portable 
electronic devices, there is a pressing need to develop advanced electrolytes that can enhance their 
energy density, power density, and overall performance. This article presents a novel electrolyte 
formulation (Lithium chloride in ethylene glycol & Magnesium acetate in methanol), designed to address 
these challenges and improve the efficiency of the super capacitors. The enhanced specific capacitance 
(Csp= 582 F/g &Csp= 360 F/g), Specific energy (SE= 323Wh/Kg & SE= 200 Wh/Kg) and Specific power 
(SP=11628 W/Kg & SP=7200 W/Kg) offered by Lithium Chloride and Magnesium acetate electrolyte 
material respectively open new avenues for efficient and sustainable energy storage solutions in an 
increasingly electrified world. Further research and development in this direction are expected to unlock 
the full potential of super capacitors, contributing to a cleaner and more energy-efficient future. 
 
Keywords: Super capacitors, enhanced energy density, power density, and cycling stability, organic 
electrolytes 
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INTRODUCTION 
 
In an era characterized by burgeoning energy demands and a growing emphasis on sustainable technology, the 
development of higher performance energy storage devices has become paramount [1]. Among these, super 
capacitors stand out as promising candidates due to their ability to deliver rapid bursts of energy, longevity, and 
environmental friendliness. They have gained significant attention in recent years because of their unique ability to 
reduce the differences between traditional capacitors and batteries [1,2]. They offer high power density, rapid 
charge-discharge cycles, and a long operational lifespan, making them a promising candidate for a variety of 
applications, from mobile electronics to electric powered vehicles and renewable energy systems [3]. The 
fundamental component of any super capacitor is the electrolyte, which plays a major role in the determination of 
the device's performance characteristics. The electrolyte serves as a medium for ion transport between the two 
electrodes, enabling the storage and rapid release of energy [1,3]. Conventional super capacitors predominantly use 
aqueous or organic electrolytes, each with its own set of advantages and limitations [4,5]. To advance the capabilities 
of super capacitors and meet the growing demands of emerging technologies, researchers and engineers have been 
actively exploring novel electrolyte materials and designs [4,5]. These innovations aim to overcome existing 
challenges such as limited energy density, voltage stability, and temperature range. In brief, this article will outline 
the design and synthesis of newer organic electrolytes to be used in super capacitor for enhanced performance, 
safety, and environmental sustainability. This endeavour holds the promise of unlocking new horizons for super 
capacitors, enabling their integration into a broader range of applications and accelerating the transition to a 
sustainable energy future[5]. 
 
MATERIAL AND METHODS 
 
Materials 
All the required chemicals viz.; Amorphous carbon (AC)with particle size 40-100 microns, N-methyl pyrrolidone 
(NMP), Polyvinylidene fluoride (PVDF) with molecular weight about 280,000, Magnesium acetate (Mg(OOCCH3)2), 
Lithium chloride (LiCl), Methyl alcohol (CH3OH) and ethylene glycol (C2H6O2) were sourced from Sigma- Aldrich, 
India and were used without any further sanitization. Twice distilled water was taken from deionizer and was used 
where required. 
 
Preparation of stainless-steel electrodes 
The stainless steel electrodes (SSE) were prepared by cutting a stainless-steel strip into 1 cm x 1 cm square with 
provisions to attach it to the potentiostat with crocodile clips. The outer surfaces of the electrodes were cleaned using 
conc. HCl (12 N) and then rinsed with de ionized water and ethanol. Finally, they were kept in an oven maintained 
at 70oC for 2 hours[5-6]. 
 
Deposition of amorphous carbon on SSEs surface 
The 18mg amorphous carbon, 2mg PVDF used for binding in the ratio of 9:1 by mass was mixed with 0.4 ml of 
solvent NMP. The mixture was homogenized using ultra sonicator to form a slurry. Then this slurry was deposited 
onto the surface of SSEsusing a fine surgical blade covering surface area 1cm2 and finally dried at 50oC for 10 hrs [6,7] 
as shown in Figure 1. The active mass loaded on the SSE was determined by use of a microgram scale electronic 
balance and was found to be 7.5mg/cm2 per electrode. 
 
Assembling of the super capacitor 
The two electrodes as prepared above were taken and a What man filter paper soaked in electrolyte gel and 
polyvinyl alcohol was inserted between the electrodes, and was wrapped in butter paper. Finally, the insulation tape 
was wrapped around it as shown in Figure 2, to prevent dislocation during the further working and testing[8,9]. 
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Electro-chemical measurements 
The electro-chemical features of the prepared electrodes were determined by Cyclic- Voltammetry curves (CV), 
Galvano static charge &discharge (GCD) measurement and Electrochemical impedance spectroscopy (EIS) using 1 M 
Mg(OOCCH3)2, 1M LiCl electro active salts in methyl alcohol (CH3OH) and ethylene glycol (C2H6O2) solvents 
respectively. 
 
Cyclic voltammetry 
Cyclic Voltammetry technique (CV) is a widely used electrochemical method that provides information about the 
redox behaviour of a system. It is involved with applying a potential sweep to an electrochemical cell and 
measurement of the observed current. The potential sweep is applied linearly as function of time, and the resulting 
current is recorded, creating a cyclic voltammo gram. This voltamm ogram provides us information related to electro 
analytical properties of the analyte in the solution or molecule that is adsorbed onto the electrode[9-10]. The value of 
specific capacitance (Csp)in F/g was determined on the basis of the values collected from the CV measurement by 
using the equation (1) and (3) 
Csp = ୅

ଶ୩୫∆୚
                                                                                                                                                                                     (1) 

Csp = ୍
୫

∆୲
∆୚

                                                                                                                                                                                        (2) 

Csp = ୕
୫∆୚

                                                                                                                                                                                        (3) 

where area under the CV curve is represented by A, k is the scan rate, m (g) is the active mass of material, ∆V (V) is 
the voltage window, I (A) is the current during discharge, ∆t (s) is the time of discharge, and Q is the stored charge in 
coulomb which is equal to half of the integrated area of the CV curve [11]. The specific power (SP), measured as 
W/Kg and specific energy (SE), measured as Wh/Kg were calculated according to equation (3) and (4), respectively.  
SE = Csp(∆V)ଶX ଵ଴଴଴

଻ଶ଴଴
                                                                                                                                                                       (4) 

SP =  ୗ୉
୲ୢ

 X 3600                                                                                                                                                                               (5) 
where td is discharging time[12,13,14]. 
 
Galvanostatic charge discharge (GCD) analysis and Electrochemical impedance spectroscopy (EIS) 
Along with CV the GCD is also used to calculate Csp, specific energy (energy density) Wh/kg and Specific power 
(Power density) W/kg using the equation (2), (4) and (5)[7,11,12].Further the EIS is also a useful technique to study 
electrode/electrolyte interactions. The EIS parameters were derived using the   Palmsem4.0  software. 
 
RESULT AND DISCUSSIONS 
 
CV measurement and analysis 
The CV plots of Li & Mg ions were obtained and are as shown in Figure 3 &4 and the area under the curve were used 
to calculate the specific capacitance Csp (F/g) of the designed super capacitor [17, 18, 19, 20] using equation 1. The 
curves display capacitive performance of electrical double layer (EDLC) capacitor at various scan rates with 
distortion free quasi rectangular curve for symmetric super capacitor which is preserved even with increase in 
voltage of upto 2 V. This curve hardly shows any change in shape which points towards a good reversible nature 
and high speed behaviour of prepared super capacitor cell [25, 26]. The plots between Csp and scan rate (mV) were 
drawn and are shown in Figure (4) and 5. The CV values were detected at scan rates of 10 to 100 mV/s. If the scan 
rate is low the electrolytes have time available to get into the pores of the electrode material, while if the scan rate is 
high it only accumulates on the outsidearea of the surface so any increase in scan rate causes a decline in the specific 
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capacitance as detailed in Table 1. Further the Csp was higher for Lithium ions as compared to Magnesium ions at 
100 scan rate making Lithium ions a better electrolytic material. 
 
Galvanostatic charge discharge and EIS measurements 
The Figure 6 and 7 display the GCD curves obtained. They were quite similar with those reported in literature for 
supercapacitor[15,16]. The GCD curves were obtained at specific current of 1.0 mA with a voltage window range of 
1.0 V for 2 to 5 charge discharge cycles. The td value obtained from Figure7was 100s. The longer charge-discharge 
time indicates the involvement of electrolyte in increased ionic conductivity which leads to higher energy storage. 
The Csp, SE & SP obtained from GCD technique are as shown in Table 2 which shows an improvement in 
electrochemical properties of the AC electrodes. The values of specific capacitance (F/g), Specific Power SP (W/kg) 
and Specific Energy SE (Wh/kg) are in  favourable agreement with those reported in literature. 
 
EIS measurement 
EIS is avery important tool to study impedance of supercapacitor through Ny quist plot to study electrode-
electrolyte interactions. The plot obtained are shown in Figure 9-11.The semicircle represents the ESR, equivalent 
series resistance value which contains the electrode surface layer resistance which indicates the porous nature of the 
electrodes. It is followed by a straight line area called Warburg region which indicates the development of electrical 
double layer on the surface of electrode, where a charge transfer process between electrode and electrolyte interface 
takes place. The EIS measurement were evaluated with the range of frequency between 0.1 to 105 Hz at sinusoidal 
amplitude potential of 1mA and 100µA at room temperature. The shape of the curve i.e. semicircle and a straight line 
are atypical of supercapacitor. The equivalent series resistance (RESR) value at the starting intercept of the semicircle 
at the real impedance axis side of higher frequency are 47ohm for Li and 11ohm for Mg, the diameter of the 
semicircle can be used to calculate Rct, 103 ohm for Li and 59 ohm for Mg which indicates that the electrolytes have 
lower internal resistance and high ion transfer and conductivity. 
 

CONCLUSION 
 
In conclusion, the development of novel electrolytes composed of electro-active metal salts and organic solvents 
represents a promising avenue for designing supercapacitors with enhanced performance and activity. This 
innovative approach addresses several key challenges in the area of storage of energy and offers a range of 
advantages. First and foremost, the use of electro-active metal salts introduces a new dimension to supercapacitor 
design. These salts, often derived from alkaline earth metals, provide higher energy density and improved charge 
storage capabilities compared to traditional electrolytes. This enhancement in energy storage capacity is critical for 
meeting the growing demands of modern electronics and renewable energy systems. Furthermore, the incorporation 
of organic solvents in these novel electrolytes offers several advantages. Organic solvents, when chosen 
appropriately, can enhance the overall ionic conductivity of the electrolyte, facilitating faster charge and discharge 
rates. Additionally, organic solvents can improve the thermal stability of the super capacitor, reducing the risk of 
overheating and enhancing its long-term durability. The combination of electro-active metal salts and organic 
solvents in the novel electrolyte formulation leads to super capacitors with superior performance characteristics. 
These super capacitors can deliver much larger power densities, reduced charging times, and long cycle lifetimes, 
making them ideal for applications of a wider range like electric vehicles, portable electronic gadgets and energy 
storage in grid. 
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Table 1:  Specific Capacitance (F/g) at various scan rates 

S.No. Scan Rate (mV/s) Li+ SC 
Csp  F/g 

Mg2+ SC 
Csp  F/g 

1 10 1591 2821 
2 20 1461 1355 
3 50 624 664 
4 100 582 360 

 
Table: 2 Carbon based Symmetric SCs using organic electrolytes: 

Electrolyte Electrode material 
Csp 
(F/g) 

Specific 
Energy 

SE(Wh/kg) 

Specific 
Power 

SP(W/kg) 
Ref 

Na2SO4/H2O AC 74.5 10.3 257.4 5,6 
Na2SO4,KBr/H2O AC 957.8 133 859.6 5,6 

1M H2SO4 AC fibres 280 - - 10 
1M H2SO4 PANI grafted rGO 1045  60000 27 

1M TEABF4/CAN Biomass derived carbon 224 92 - 9 
Ethylene glycol/NMP Graphene 318 - - 9,10 

1M LiClO4/PC MoO3 nanosheets 540 - - 7,8 
0.5M LiClO4/PC PANI/Graphite 420 - - 7,8 

EMIMBF4 Thiol functionalized graphene 
oxide - 206 32000 15 

1MLiCl/ethylene 
glycol 

AC 582 323 11628 This 
work 

1M Mg(OAc)2/MeOH AC 360 200 7200 
This 
work 

 
 

 

 
Figure 1:  SSEs before and after coating with AC 

material 
Figure 2: Assembling of the super capacitor 

 

Steel Electrode 

Activated Carbon 

Paper soaked in electrolyte 

Activated Carbon 

Steel Electrode 
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Figure 3: CV curve for Li ions Figure 4: CV curve for Mg ions 

  
Figure 5: The plot between Specific capacitance (F/g) 

and Scan rate mV/s) 
Figure 6. Mg ions 

 

 

 
Figure 7:    GCD curve of Li ions for five cycles Figure: 8 GCD curve of Mg ions for three cycles 
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Figure 9:   EIS curve Lions Figure 10:  Nyquist Plot Li (high frequency) 

  
Figure 11: EIS curve Mg Figure 12:  Nyquist Plot Mg (high frequency) 
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In this paper some compositions of z- intuitionistic fuzzy relation have been defined and Some properties 
of z- intuitionistic fuzzy relation with respect to these compositions have been studied. 
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INTRODUCTION 
In this paper, we are introducing the novel concept, Z- intuitionistic fuzzy relation (Z- IFR)  which is a generalization 
of z-fuzzy relation. In our earlier paper, ‘‘The properties of compositions of z-fuzzy relations’ [3,4],, we have 
introduced the notion of compositions of z- fuzzy relations. Here we have extended this into some compositions of z- 
intuitionistic fuzzy relation and studied its properties with respect to these composition rules. 
 
Preliminaries 
Definition 2.1 
An intuitionistic fuzzy set(IFS) A is a set of ordered triples,  
A = { x, µA(x), ʋA(x)} 
where µA(x), ʋA(x) are functions mapping from X into [0, 1]. For each x ϵ X, 
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µA(x) represents the degree of membership of the element x to the subset A of X, and  ʋA(x)} 
gives the degree of non membership. For the function µA(x) and  ʋA(x) mapping into [0, 1], 
the 0 ≤ ,݅)ଵݑ ݆) , ݅)ଶݑ + ݆) ≤  1holds. [1,9]  
 
Definition 2.2 
Z-number (Zadeh,2011). Z-number has two components Z = (A, B). The first component A , is a restriction on the 
values which a real-valued uncertain variable X is allowed to take. Second component B, is a measure of reliability of 
the first component. Typically, A and B are described in a natural language[8].  
 
Definition 2.3 
Z - Intuitionistic fuzzy relation 
Let X and Y be arbitrary sets. A z- intuitionistic fuzzy relation R(X, Y) from X to Y can be described by specifying the 
z- intuitionistic fuzzy relationship function. A z- intuitionistic fuzzy relationship function f from X to Y must be in 
the following form. 
 For all x ∈X, y∈Y 
f (x, y) = (A(x, y), B(x, y)) [4] 
where ݔ) ܣ, (ݕ = ݔ)ଵܣ) ,ݔ)ଶܣ,(ݕ,  is an IFS with support in [0,1] and B (x, y) is a normal fuzzy set with support in ((ݕ
[0,1]. Here A (x. y) gives an intuitionistic fuzzy estimate of the strength of relationship and B(x, y) refers to the 
reliability of the estimate (A(x, y)) of the strength of relationship [1,7]. 
 
Definition 2.4  
Type 1 z- intuitionistic fuzzy relation 
A z- intuitionistic fuzzy relationship function f from X to Y is said to be of Type 1 if for all x∈X, y∈Y, f(x, y) is a type1 
z -number. In other words, ܣଵ(ݕ,ݔ),ܣଶ(ݕ,ݔ)) and B(x, y) are real numbers. 
Example:2.5 
Let ܺ = ܻ and {ଶݔ,ଵݔ} =   {ଷݕ,ଶݕ,ଵݕ}
 Consider a z- intuitionistic fuzzy relationship function f is given in the matrix format 
ቀ݂൫ݔ௜,ݕ௝൯ቁݓℎ݂݁݁ݎ൫ݔ௜,ݕ௝൯  is the element in i- th row, j-th column of the matrix . 

ቆ
((.7, .2), 1)
(( .6, .2), .8)

((.6, .3), .9)
(( .3, .6), 1)

((.9, 0), .9)
  ((.2, .6), .9)ቇ 

For example, we note that, ݂(ݕ,₁ݔଶ)  =  ((.6, .3), .9) 
 
So this means the strength of relationship between x1 and y2 is at least 0.6 and at most 1-0.3 =0,7 and the reliability of 
this information is .9. 
Remark 2.6 
 For ease of notation we shall drop the bracket around ܣଵ(ݔ,  In rest of this paper, z- intuitionistic fuzzy .((ݕ,ݔ)ଶܣ,(ݕ
relation will refer to type 1 z- intuitionistic fuzzy relation. 
 
Compositions of  z- Intuitionistic Fuzzy Relations 
Let X, Y and W be arbitrary finite sets. Let P(X, Y) be a z- intuitionistic fuzzy  relation from X to Y and Q (Y, Z) be z- 
intuitionistic fuzzy relation from Y to Z respectively. Let f, g be the z- intuitionistic fuzzy relationship functions of P 
and Q respectively. Let h be a z-intuitionistic fuzzy relationship function from X to W.  
Suppose  ܺ = ଷݔ,ଶݔ,ଵݔ} ,{௟ݔ… ܻ = ܹ݀݊ܽ {௠ݕ…ଷݕ,ଶݕ,ଵݕ} = ,ଶݓ,ଵݓ}  ௡}.  Letݓ…

௜ݔ)݂ ௝ݕ,   ) = ( ܽଵ(݅, ݆), ( ܽଶ(݅, ݆), ܾ(݅, ݆) ); (௝ݓ,௜ݕ) ݃    = ( ଵܿ(݅, ݆), ܿଶ(݅, ݆),݀ (݅, ݆)) and ℎ(ݔ௜,ݓ௝)  = , ݅)ଵݑ ) ݆), , ݅)ଶݑ ݆), , ݅)ݒ ݆) ) 

Then we can compose the relations of P and Q in several ways 
 
Sup-min, Inf-max, Overall min Composition 
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The sup-min, Inf-min, Overall min composition of P and Q is given by the following z- intuitionistic fuzzy 
relationship function h.     

ℎ(ݔ௜ ( ௝ݓ,  = ,݅)ଵݑ)  ,݅)ଶݑ,(݆ ݆), ,݅)ݒ ݆)) 

whereݑଵ(݅, ݆) = ,(݇,݅)௞൛݉݅݊൫ܽଵ݌ݑܵ   ܿଵ(݇, ݆)൯ൟ 

, ݅)ଶݑ ݆)  = ݊ܫ   ௞݂ ,(݇,݅)ଶܽ) ݔܽ݉ }  ܿଶ(݇, ݆))} 

The following result proves that (ݑଵ(݅, ݆), ,݅)ଶݑ ݆)) is a valid IFS membership function, 
Result :3.1.1 
Result:૜.૚.૚0 ≤ ,݅)ଵݑ ݆)  + , ݅)ଶݑ  ݆)  ≤   1 
It is obvious that ݑଵ(݅, ݆) ≥ 0 and ݑଶ(݅ , ݆) ) ≥ 0   
So only need to verifyݑଵ(݅, ݆) , ݅)ଶݑ +  ݆)  ≤ 1 
Suppose 

݅)ଵݑ , ݆)   = ,(݇,݅)௞{ ݉݅݊ (ܽଵ݌ݑܵ  ܿଵ(݇, ݆)) } 

                =    ݉݅݊ (ܽଵ(݅,݇ଵ), ܿଵ(݇ଵ, ݆))   --------- (1) 
ܽ݊݀ 
,݅)ଶݑ ݆)   = ݊ܫ   ௞݂ ,(݇,݅)ଶܽ) ݔܽ݉ }  ܿଶ(݇, ݆))} 

= ,݅)ଶܽ) ݔܽ݉  ݇ଶ), ܿଶ(݇ଶ, ݆))   ---------- (2) 
We know ܽଵ(݈,݉) +  ܽଶ(݈,݉) ≤ 1 ܽ݊݀ܿଵ(݈,݉)  +  ܿଶ(݈,݉)  ≤ 1,  since P, Q are Z- IFR relations. 
From (1) 
݅)ଵݑ , ݆)   =   ݉݅݊(ܽଵ(݅,݇ଵ), ଵܿ(݇ଵ, ݆)) 
 ≤ ܽଵ(݅, ݇ଵ)   =  1− ܽଶ(݅,݇ଵ)  --------- (3) 
By definition 
, ݅)ଶݑ ݆)   = ݊ܫ   ௞݂ ,݅)ଶܽ) ݔܽ݉ }  1), ܿଶ(1, ݆)), … (ܽଶ(݅,݇ଵ), ܿଶ(݇ଵ, ݆) … )} 

               = ,݅)ଶܽ) ݔܽ݉  ݇ଵ), ܿଶ(݇ଵ, ݆))  =  (4) ------- (ݕܽݏ) ܯ 
 
Case i:ܯ = ܽଶ(݅,݇ଵ) 
Therefore  

, ݅)ଶݑ ݆)  ≤ ܽଶ(݅, ݇ଵ)    -------- (5) 
Adding (3) and (5) gives the required result. 
Case ii:ܯ = ܿଶ(݇ଵ, ݆) 
Note  ݑଵ(݅, ݆)  =  ݉݅݊(ܽଵ(݅,݇ଵ), ܿଵ(݇ଵ, ݆)) 
≤ ଵܿ(݇, ݆)     -------- (6) 
Also from (4) 
, ݅)ଶݑ ݆)   ≤ ܿଶ(݇ଵ, ݆)                                              --------- (7) 
So (6) + (7) gives the result. 
Example 3.1.2 
Let Z- IFR of P, f (xi, yj) be given by  
Let  R(X, Y) ܽ݊݀ R(X) are 

൬(. 5, .5, .8) (.9, .1, .9) (.8, .2, .8)
(.4, .5, .9) (.7, .2, .8) (.6, .3, .9)൰andቌ

(.2, .7, .9) (.3, .7, .7)
(.3, .7, .9) (.9, .1,1)
(.6, .2, .7) (.3, .6, .9)

ቍ 

After calculating u1(i, j), u2(i , j)  and v(i, j) the composition of Z-IFR  becomes  

൬(.6, .2, .7) (.9, .1, .7)
(.6, .3, .7) (.7, .2, .7)൰ 

 
Sup-min, Inf-max, Average min Composition 3.1.3 
The (sup-min,Inf-max, Average min) composition of P and Q is given by the following z- intuitionistic fuzzy 
relationship function h.      
h(x i,wj )  = (u1(i, j), u2(i, j), v(i, j)) 
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ℎ൫ݔ௜,ݓ௝൯ = ൫ݑଵ(݅, ,݅)ଶݑ,(݆ ݆), ݅)ݒ , ݆)൯ 

,݅)ଵݑ݁ݎℎ݁ݓ ݆) = ,(݇,݅)௞{݉݅݊ (ܽଵ݌ݑܵ ଵܿ(݇, ݆))} 

, ݅)ଶݑ ݆) = ݊ܫ ௞݂൛݉ܽݔ൫ܽଶ(݅,݇), ܿଶ(݇, ݆)൯ൟܽ݊݀ 

v(i, j)    =  1/m { min (b(i,1), d(1,j)) + min(b(i,2), d(2,j))+…+ min(b(i,m), d(m,j))} 
Remark 3.1.4 
In this composition also ݑଵ(݅, ݆) , ݅)ଶݑ +  ݆)  ≤ 1 
 
In the above example 
Calculating u1(i, j), u2(i , j) and v(i, j) the composition of Z-IFR  becomes  

൬(.6, .2, .8) (.9, .1, .8)
(.6, .3, .8) (.7, .2, .8)൰ 

 
Properties of Compositions 3.4 
Associativity 
Theorem 3.4.1 
The Inf-Max operation is associative.  
Rଵ: X → Y    Rଶ: Y → Z    Rଷ: Z → W 
Proof 
Let 
Rଵ: X → Y    Rଶ: Y → Z    Rଷ: Z → W 
൫(Rଵ ∘ Rଶ) ∘ Rଷ൯(x, w) = min

୞
(max൫Rଵ ∘ Rଶ(x, z), Rଷ(z, w)൯ 

= max൫Rଵ ∘ Rଶ(x, z୩), Rଷ(z୩, w)൯   (for some z୩) 

= max ൬min
୷
൫max൫Rଵ(x, y), Rଶ(y, z୩)൯൯, Rଷ(z୩, w)൰ 

= max ቀmax൫Rଵ(x, y୪), Rଶ(y୪ , z୩)൯ , Rଷ(z୩, w)ቁ (for some y୪) 
= max൫Rଵ(x, y୪), Rଶ(y୪ , z୩), Rଷ(z୩, w)൯… … . (1) 
Similarly we can show  
(ܴଵ ∘ (ܴଶ ∘ ܴଷ))(x, w) = max൫Rଵ(x, y୰), max൫Rଶ(y୰ , zୱ), Rଷ(zୱ, w)൯൯ 
for some y୰ ,  ௦ݖ
= max൫Rଵ(x, y୰), Rଶ(y୰ , zୱ), Rଷ(zୱ, w)൯… … … (2) 
Since ൫(Rଵ ∘ Rଶ) ∘ Rଷ൯(x, w) 
= min୞(max൫Rଵ ∘ Rଶ(x, z), Rଷ(z, w)൯it follows ൫(Rଵ ∘ Rଶ) ∘ Rଷ൯(x, w) 
≤ max൫Rଵ ∘ Rଶ(x, zୱ), Rଷ(zୱ, w)൯ 

= max ൬min
୷
൫max൫Rଵ(x, y), Rଶ(y, zୱ)൯൯, Rଷ(z௦ , w)൰ 

≤ maxቀmax൫Rଵ(x, y୰), Rଶ(y୰, zୱ)൯ , Rଷ(zୱ, w)ቁ 
= max൫Rଵ(x, y୰), Rଶ(y୰ , z௦), Rଷ(zୱ, w)൯ 
= (ܴଵ ∘ (ܴଶ ∘ ܴଷ))(x, w) 
Thus we can shown  
൫(Rଵ ∘ Rଶ) ∘ Rଷ൯(x, w) ≤ ൫ ଵܴ ∘ (ܴଶ ∘ ܴଷ)൯(x, w) … … . . (3) 
Similarly we can show 
൫(Rଵ ∘ Rଶ) ∘ Rଷ൯(x, w) ≥ ൫ ଵܴ ∘ (ܴଶ ∘ ܴଷ)൯(x, w) … … . . (4) 
From (3) and(4) 
൫(Rଵ ∘ Rଶ) ∘ Rଷ൯(x, w) =  ൫ܴଵ ∘ (ܴଶ ∘ ܴଷ)൯(x, w) 
 
Hence the proof 
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Theorem 3.4.2 
The Sup-Min, Inf-Max , overall Min composition is associative. 
Proof: 
Say  Rଵ = (Rଵଵ, Rଵଶ , Rଵଷ) ∶ X → Y 
Rଶ = (Rଶଵ, Rଶଶ , Rଶଷ) ∶ Y → Z 
Rଷ = (Rଷଵ, Rଷଶ , Rଷଷ) ∶ Z → Wbe IFS. 
Then consider the composition ∘ = Sup-Min, Inf-Max, Overall Min 
∗  = Sup −Min 
∎ = Inf−Max 

= Overall Min 
We note that  
Rଵ ∘ Rଶ = (Rଵଵ ∗ Rଶଵ, Rଵଶ∎ Rଶଶ ,ܴଵଷ ∙ ܴଶଷ) 

(Rଵ ∘ Rଶ) ∘ Rଷ = ൫(Rଵଵ ∗ Rଶଵ) ∗ ܴଷଵ, (Rଵଶ∎ Rଶଶ)∎ܴଷଶ , (ܴଵଷ ∙ ܴଶଷ) ∙ ܴଷଷ൯… … (1) 
Rଵ ∘ (Rଶ ∘ Rଷ) = ൫Rଵଵ ∗ (Rଶଵ ∗ ܴଷଵ), Rଵଶ∎(Rଶଶ∎ܴଷଶ) ,ܴଵଷ ∙ (ܴଶଷ ∙ ܴଷଷ)൯… … (2) 
Since ∗ ,∎, ∙  are associative it follows (1) and (2) are equal. 
 
Reliability 
Definition 3.5.1 
Reliable z- intuitionistic fuzzy relations  
A z- intuitionistic fuzzy relation from set X to set Y given by ܴ (ݔ, (ݕ = (ܴଵ(ݕݔ),ܴଶ(ݔ, ,ݔ)ܤ,(ݕ  is said to be reliable ((ݕ
if B(x, y) ≥ 0.5 for all (x, y) in X x Y. 
Definition 3.5.2 
‘L' level reliable Z- intuitionistic fuzzy relation  
A  Z- intuitionistic fuzzy relations from set X to set Y given by  ܴ (ݕ,ݔ) = (ܴଵ(ݕݔ),ܴଶ(ݔ,  ’is said to be ‘L ((ݕ,ݔ)ܤ,(ݕ
level reliable if B(x, y) ≥ L for some ܮ ∈ [1/2, 1] 
Note: If L = 1, we say it is completely reliable. 
Theorem 3.5.3 
If P is LP level reliable Z- IFR, Q is LQ level reliable Z- IFR then the (Sup-min, Inf-max, Overall min) composition of P 
and Q is reliable at level of min (LP, LQ) 
Theorem 3.5.4 
 If P is LP level reliable Z- IFR, Q is LQ level reliable Z- IFR then (Sup-min, Inf-max, Average-min) composition of P 
and Q is reliable at level of min (LP, LQ) 
 
CONCLUSION 
 
In this article the novel concept of Z-IFS has been introduced and some interesting results have been proved. This 
concept has potential for applications in areas of medical diagnosis[2,4],forecasting etc..  
 
REFERENCES 
 
1. Atanassov K, ‘ Intuitionistic Fuzzy Sets’, Fuzzy sets and systems,pp 87-96,1986.  
2. Kerre E.E A walk through fuzzy relations and their application to information retrieval, medical diagnosis and 

expert systems, seminar for Mathematical Analysis, State University of Gent,Belgium.1990  
3. Latha Devi R.A Velammal G ‘The concept of z fuzzy relation’  Utilitas Mathematica, 120, pp.1146–1154,2023. 
4. Latha Devi R.A Velammal G ‘The properties of compositions of z-fuzzy 

relations’UtilitasMathematica, 120,pp.1176 - 1183, 2023. 
5. Sanchez, E. Medical Diagnosis and Composite Fuzzy Relation. In: Gupta, M.M., Ragade, R.K. and Yeager, R.R., 

Eds., Advances in Fuzzy Sets and Applications, North-Holland, New York, 437-447, 1979.  

Latha Devi and Velammal 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73406 
 

   
 
 

6. 6.Shahilabhanu.M.,Velammal.G.,‛Operations on Zadeh’s Z-number‛, IOSR Journal of mathematics , 11 (3), pp. 
88-94,2015.  

7. Zadeh.L.A. Fuzzy sets, Information and Control,pp. 338-353, 1965.  
8. Zadeh.L.A. A note on Z-number, information science 181, pp.2923-2932, 2011.  
9. Zimmermann H J, Fuzzy set theory & its applications, fourth edition, Springer international edn.pp79, 2001. 
10. Abdel-Basset, M., Mohamed, R., Zaied, A. E. N. H., Gamal, A., &Smarandache, F. (2020). Solving the supply 

chain problem using the best-worst method based on a novel Plithogenic model. In Optimization Theory Based 
on Neutrosophic and Plithogenic Sets (pp. 1-19). Academic Press. 

11. Abdel-Basset, Mohamed, et al. "An integrated plithogenic MCDM approach for financial performance 
evaluation of manufacturing industries." Risk Management (2020): 1-27. 

12. Abdel-Basst, M., Mohamed, R., &Elhoseny, M. (2020). A novel framework to evaluate innovation value 
proposition for smart product-service systems. Environmental Technology & Innovation, 101036. 

13. Abdel-Basst, Mohamed, Rehab Mohamed, and Mohamed Elhoseny. "< covid19>A model for the effective 
COVID-19 identification in uncertainty environment using primary symptoms and CT scans." Health 
Informatics Journal (2020): 1460458220952918.  

14. Atanassov.K, Neutrosophic sets, Fuzzy Sets and Systems 20,87-95. (1986) 
15. Arokiarani.I, Dhavaseelan.R, Jafari.S, Parimala.M: On Some New Notions and Functions in Neutrosophic 

topological spaces , Neutrosophic  Sets and Systems, Vol. 16 (2017), pp.  16-19. doi.org/10.5281/zenodo.831915. 
16. Atkinswestley.AChandrasekar.S,Neutrosophic Weakly ܩ∗-closed sets,Advances in Mathematics: Scientific 

Journal 9 (2020), no.5, 2853–2861. 
17. Atkinswestley.AChandrasekar.S,, Neutrosophicϱ#S closed sets in Neutrosophic topological spaces,Malaya 

Journal of Matematik, Vol. 8, No. 4, 1786-1791, 2020 
18. Atkinswestley.AChandrasekar.S,, Neutrosophicϱ*-Closed Sets and its maps,Neutrosophic Sets and Systems, Vol. 

36, 2020,96-107 
19. Banupriya.V,.Chandrasekar.S: Neutrosophic αgs Continuity and Neutrosophic αgs Irresolute Maps, 

Neutrosophic Sets and Systems, vol. 28, 2019, pp. 162-170. DOI: 10.5281/zenodo.3382531 
20. Banupriya.V,.Chandrasekar.Sand  Suresh.M, Neutrosophic α-generalized semi homeomorphisms,Malaya 

Journal of Matematik, Vol. 8, No. 4, 1824-1829, 2020 
21. Charles Le, Preamble to Neutrosophy and Neutrosophic Logic, Multiple-Valued Logic / An International 

Journal, Taylor & Francis, UK & USA, Vol. 8, No. 3, 285-295, June 2002. 
22. R.Dhavaseelan, S.Jafari, and Hanifpage.md.:Neutrosophic generalized α-contra-continuity, creat. math. inform. 

27, no.2, 133 - 139,(2018) 
23. FlorentinSmarandache.:, Neutrosophic and NeutrosophicLogic, First International Conference On Neutrosophic, 

Neutrosophic Logic, Set, Probability, and Statistics University of New Mexico, Gallup, NM 87301, USA, 
smarand@unm.edu,(2002) 

24. FloretinSmarandache.:,Neutrosophic Set: - A Generalization of Neutrosophic set, Journal of Defense Resources 
Management1,107-114,(2010). 

25. Ishwarya.P, and Bageerathi..K, On Neutrosophicsemiopen sets in  NTSs, International Jour. Of Math. Trends and 
Tech. , 214-223,(2016). 

26. Jayanthi..DߙGeneralized closed Sets in  NTSs, International Journal of Mathematics Trends and Technology (IJMTT)- 
Special Issue ICRMIT March (2018). 

27. Mary Margaret.A, andTrinita Pricilla.M.,Neutrosophic Vague Generalized Pre-closed Sets in Neutrosophic 
Vague Topological Spaces,International Journal of Mathematics And its Applications,Volume 5, Issue 4-E, 747-
759.(2017). 

28. Lupianez, Interval neutrosophic sets and topology. Emerald Group publishing limited, vol 38. Nos 3/4, 2009 
29. Mukherjee.A,Datta.Mand Smarandache.F,  Neutrosophic Interval valued soft topological spaces, Neutrosophic 

Sets and Systems, Vol 6, 2014.  
30. Mondal TK and Samanta.S, Topology of interval – valued Fuzzy sets, Indian Journal Pure appl. Math.30(1): 23-

38(1999) 

Latha Devi and Velammal 

http://www.tnsroindia.org.in
mailto:smarand@unm.edu


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73407 
 

   
 
 

31. Nanthini.T and Pushpalatha.A, Interval valued Neutosophic Topological Space ,Neutrosophic Sets and Systems, 
Vol. 32, 2020,52-60. 

32. Rajesh kannan.T ,Chandrasekar.S,Neutosophic ωα-closed sets in  Neutrosophic topological spaces, Journal Of 
Computer And Mathematical Sciences,vol.9(10),1400-1408 Octobe2018.  

33. Rajesh kannan.T , Chandrasekar.S, Neutosophic α-continuous multifunction in  Neutrosophic topological 
spaces, The International Journal of Analytical and Experimental Modal Analysis, Volume XI,IssueIΧSeptember 
2019,1360-9367 

34. Rajesh kannan.T ,Chandrasekar.S, Neutrosophic α-Irresolute Multifunction In  Neutrosophic topological spaces, 
"Neutrosophic Sets and Systems 32, 1 (2020),390-400.https://digitalrepository.unm.edu/ nss_journal/vol32/iss1/25 

35. Rajesh kannan.T , Chandrasekar.S,NeutrosophicPRE −α, SEMI −α and PRE –β irresolute open and closed 
mappings in Neutrosophic topological spaces,Malaya Journal of Matematik, Vol. 8, No. 4, 1795-1806, 2020 

36. Salama.A.A and Alblowi.S.A.., Generalized Neutrosophic Set and Generalized  NTSs, Journal computer Sci. 
Engineering, Vol.(ii),No.(7)(2012). 

37. Salama.A.A and Alblowi.S.A.,Neutrosophic set and  NTS, ISOR J.mathematics,Vol.(iii),Issue(4),.pp-31-35,(2012). 
38. Shanthi.V.K.,Chandrasekar.S, SafinaBegam.K, Neutrosophic Generalized Semi-closed Sets In  NTSs, International 

Journal of Research in Advent Technology, Vol.(ii),6, No.7, , 1739-1743, July (2018) 
39. J. Ye, “A multicriteria decision-making method using aggregation operators for simplified neutrosophic sets,” 

Journal of Intelligent and Fuzzy Systems. 
40. Zadeh.L.A., “Fuzzy sets”, Information and control, Vol.8 (1965), 338 353 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Latha Devi and Velammal 

http://www.tnsroindia.org.in
https://digitalrepository.unm.edu/


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73408 
 

   
 
 

 

Nanocarrier Mediated Transdermal Drug Delivery Systems for the 
Management of Psoriasis : A Review  
 
Virendra Kumar Singh1, Hiteshkumar A Patel2, Ramesh Singh3 and Bharat Mishra4* 

 
1Associate Professor, Department of Pharmacy, B.N College of Pharmacy,    (Affiliated to Dr. A.P.J. 
Abdul Kalam Technical University (APJAKTU)),  Lucknow, Uttar Pradesh, India. 
2Associate Professor, Department of Pharmacy, Nootan Pharmacy College,(Affiliated to Sankalchand Patel 
University)  Gujarat, India. 
3Professor, Department of  Pharmacy, B.N College of Pharmacy,(Affiliated to Dr. A.P.J. Abdul Kalam 
Technical University (APJAKTU))  Lucknow, Uttar Pradesh, India. 
4Professor, Department of Pharmacy, Dr Shakuntala Misra National Rehabilitation University , Lucknow, 
Uttar Pradesh, India. 
 
Received: 11 Nov 2023                             Revised: 19 Jan 2024                                   Accepted: 25 Mar 2024 
 
*Address for Correspondence 
Bharat Mishra 

Professor,  
Department of Pharmacy,  
Dr Shakuntala Misra National Rehabilitation University ,  
Lucknow, Uttar Pradesh, India. 
Email: bharatekansh@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Psoriasis is an incessant autoimmune skin disease of inflammatory pathophysiology. It is expressed by 
prolific growth and abnormal differentiation of keratinocytes. The prevalence of psoriasis is in around 2-
5% of the world population. The studies dictate that around 35% of people have moderate to severe 
psoriasis. Several approaches have been explored by researchers, taking in regard different anti-psoriasis 
drugs, but psoriasis treatment remains a challenge because of its chronic recurring nature and lack of 
perfect carrier for a safe and effective delivery of anti-psoriatic drugs. Currently nano carriers have 
gained prevalent purpose for unscathed and effective treatment of psoriasis. Novel nano carriers like 
liposomes, transferosomes, niosomes, ethosomes, SLN, NLC, microspheres, micelles, nanocapsules, 
dendrimers etc. have been thoroughly investigated. This review focuses on existing treatment options 
along with the recent developments in this direction. 
 
Keywords: Psoriasis, Nanocarriers, Anti-psoriatic drugs, Delivery system, Nanoparticle. 
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INTRODUCTION 
 
Psoriasis is an incessant inflammatory, autoimmune disorder of the dermis and epidermis. The worldwide 
occurrence of psoriasis is 2-5%[1]. It is usually characterized by thickening of skin; excessive growth of red scaly 
patches on the skin. It involves series of cellular changes like epidermal hyperplasia including vascular hyperplasia, 
ectasia and generation of inflammatory cells such as T-lymphocytes, neutrophils etc. around the affected skin.[2, 3] 
Psoriasis is categorized as chronic plaque, guttate, pustular, and erythrodermic based on the severity of the patient's 
condition, location of the rashes and extra clinical characteristics.[4]Among these, chronic plaque psoriasis has the 
highest incidence rate and occurs early before the age of 40 years and it affect to both male and female.[5] The 
classification of types of psoriasis is shown in Table1. 
 
Pathophysiology of psoriasis  
An array of events is followed in the pathogenesis of psoriasis, these are sequenced in Fig.1.The contrariness between 
normal and psoriatic skin is elaborated in Table 2. 
 
Challenges in psoriasis treatment 
The main challenges in curing psoriasis are described here. 

(a) Lack of suitable carrier: The main problem is the selection of an expedient carrier with suitable 
physicochemical properties, which on addition change the absorption pattern and hence modifying the effect 
of drug. Problems encountered with traditional carriers could be potentially resolved through the use of 
unique carriers.[11] 

(b) Absence of suitable animal model: Another challenge in the optimal drug delivery system selection is the 
election of a suitable animal model.[12] While many animal models based on immunology and genetics have 
been developed but none of them  accurately reflects the traits of psoriasis without certain limitation.[13, 14] 

 
Various treatment options for psoriasis  
Generally, there are three main types of therapy for psoriasis a) Topical treatmentb) Phototherapy c) Systemic 
therapy. Firstly, topical treatments are taken into consideration. When topical therapy is ineffective then 
phototherapy is suggested.[15] Detailed descriptions of anti-psoriatic drugs with their novel carrier’s system for 
delivery are given in Table 3. Conventionally, topical medication is used for mild psoriasis, but the absorption rate is 
slow.  In advanced stages of psoriasis, systemic therapy is chosen. In case of systemic therapy, dose administered is 
high, which might show undesired effect. The pharmaceuticals adopted in the treatment of moderate to severe 
psoriasis have exorbitant cost. The traditional topical medications are economic but due to the chronic recurrent 
nature, psoriasis remains a challenge to treat traditionally (topical, oral and systemic) as shown in Fig 2. The overuse 
of highly potent corticosteroids can cause thinning of the skin and other side effects, while coal tar and dithranol are 
less effective. In systemic therapy drug like methotrexate, cyclosporine, and acitretin produce significant side effects, 
low visual and cosmetic appeal leading to poor patient compliance.[16] The available conventional formulation for 
psoriasis treatment encounters problems such as increased dosing frequency, side effects and decreased safety and 
efficacy. None of these treatments have been proven to be safe and effective. Additionally the traditional formulation 
have unaesthetic appearance and toxic effects when used for extended period of time.[17, 18]The need of a novel 
delivery system cropped up. Extensive investigation is being carried out to accomplish a safe and effective treatment 
of psoriasis via novel carriers.[19] Numerous approaches using novel carriers offered a variety of proslike enhanced 
encapsulation efficiency, increased biocompatibility, bioavailability, reduction in dose dosing frequency leading to 
improved patient compliance.[20, 21] 
 
Prospective management of psoriasis 
Recently, several attempts were made to utilize the NDDS approach to improve topical drug formulations used in 
psoriasis. The most widely used drug delivery systems include lipid-based nanoparticles (i.e., nanoemulsion, SLN, 
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nanocapsules, nano suspensions, liposomes, liquid nanocrystal, lipid drug conjugates) and polymeric based 
nanocarriers such as polymeric nanoparticles, micelles, polymer drug conjugates as shown in Table 3.[23] 
 
Classification of novel nanocarriers 
Numerous adaptable and intelligent nanocarriers have been created as cutting-edge medication delivery systems for 
dermal use.[37, 38]The nanocarriers mentioned in this review fall in four main classes:  
 

1. Nanocarriers based polymers: micelles, polymeric nanoparticles, dendrimers, nanosphere, and nanocapsule. 

2. Nanocarriers based lipids: liposomes, solid lipid nanoparticles, nanostructured lipid carriers and 
Lipospheres. 

Figure 3 illustrates many types of nanocarriers used to treat psoriasis. 
 
Nanocarriers based on polymers 
Various medicinal agents, including synthetic medications, herbal remedies, vitamins, peptides, and other 
substances, are delivered via polymers. The size range of polymer-based nanocarriers ranges from 10-1000 nm, and 
they are often constructed from environmentally benign polymers.[40, 41] Due to their simplicity in preparation, 
ability to distribute medications precisely, and safety-related considerations, polymer-based nano-formulations have 
become excellent delivery systems. Additionally, when applied topically, they are structurally stable and capable of 
maintaining it for a longer period of time.[42, 43] 
 
Polymeric micelles 
These are self-assembling nano-sized (5–100 nm) colloidal particles with a hydrophobic core and hydrophilic shell, 
used as pharmaceutical carriers for water insoluble drugs. These carriers High drug loading capacities, less drug 
degradation, adverse effects, and enhanced bioavailability. Drug-polymer covalent attachment or physical 
entrapments are both viable methods for achieving drug loading in a micelle.[44] These micelles nanocarriers have 
applications in delivery of anticancer drug, antifungal agents, gene delivery, and also for the delivery of anti-
psoriatic agents.[45] Recently the therapeutic gene for treating psoriasis has also been delivered via polymeric 
micelles. In this context, Fan et al. created modified specific si-RNA loaded polyethylene glycol, poly L-lysine, poly 
L-leucine micelles.[46] 
 
Polymeric nanoparticle 
Nanoparticles generally vary in size from 10 to 1000 nm. Polymeric nanoparticles are of two types – nanospheres and 
nano-capsules depending on the arrangement of drug in the polymer system. In nanosphere drug is entrapped or 
dispersed in the polymer matrix. Polymers used can be either biodegradable or non-biodegradable in nature. 
Biodegradable polymers are significantly used as potential drug delivery systems in the controlled or site-specific 
delivery of drugs or bioactive such as DNA, proteins, peptides and genes through various routes of 
administration.[47] 
 
Dendrimers 
A class of well-defined hyper branched polymers known as dendrimers was initially created under the name cascade 
polymers.[48] A new family of dendrimers described by Tomalia et al. in 1983 called poly-amidoamine dendrimers, 
sometimes referred to as PAMAM dendrimers which is blend of amines and amides.[49] Dendrimers proffer space 
for the loading of drug in the central unit or even interact with the functional groups via electrostatic or covalent 
bonds.The drug is released from the dendrimer by enzymatic degradation or by change in physical environment (pH 
or temperature change)[50].Dendrimers have a series of advantages such as increased solubilization, controlled drug 
release and formation of prodrugs, that is why they have great applications in the drug delivery system.Dendrimers 
are used for distribution of antiviral, NSAIDS, antihypertensive, anticancer and anti-psoriatic drugs etc.[51, 52] 
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Nanosphere 
In this type of polymeric nanoparticle, drug is entrapped or dispersed in the polymer matrix. Polymers used can 
either be biodegradable or non-biodegradable. Biodegradable polymeric nanoparticles are significantly used as 
potential drug delivery systems in the controlled or site-specific delivery of drugs or bioactive such as DNA, 
proteins, peptides and genes.53Polymeric nanoparticles deliver the drugs used in various diseases and 
dermatological disease including psoriasis. Batheja et al., developed nanospheres in a gel formulation and evaluated 
its permeation potential by using human cadaver skin exhibited enhanced drug permeation from tyrosphere as 
compared to aqueous nanosphere formulation. [54] 
 
Nanocapsules 
Nanocapsules are polymeric nanoparticles in which one or more active core material is surrounded by polymeric 
matrix (shell).[55]Nanocapsule can provide as nano drug carriers to achieve controlled release as well as proficient 
drug targeting. Polymeric Nanocapsules are a valuable means for dermal applications. The primary advantages of 
Nanocapsules include sustained release, increased drug selectivity and effectiveness, improved drug bioavailability 
and reduced drug toxicity.[56] 
 
Nanocarriers based on lipids 
Generally, lipid-based carriers are comprehended from physiological lipids. Therefore, they are considered to be safe 
and free from toxicity. Lipid-based nanocarriers are useful in many aspects such as controlled drug release, enhanced 
stability, biodegradability, drug targeting, increased drug load and cost-effectiveness.  
 
Liposomes 
Liposomes are phospholipid bi-layered vesicular structures enclosing an aqueous compartment. Liposomes are 
suitable for carrying both hydrophilic (in aqueous core) and lipophilic drugs (in lipid bilayer) due to its amphiphilic 
nature.[57] Dermal delivery of drugs through liposomes is favored by its small size, lamellar, elastic and fluid 
properties.[58] Phospholipids is main component of liposomal systems, are easily integrated with the skin lipids and 
maintain the desired hydration condition to improve drug penetration and localization in the skin layers.[59] 
Liposomes are used in topical as well as transdermal drug delivery , they act as penetration enhancer due to 
diffusion of phospholipid molecules or nonionic surfactants into the lipid covering of the stratum corneum and 
promote localized higher drug concentrations.[60] Calcipotriol, a vitamin D analogue was successfully delivered in 
lipopolymer poly(ethylene glycol)-distearoylphosphoethanolamine (PEG-DSPE) liposomes with a significant 
increase in drug deposition into the stratum corneum.[61] Doppalapudi et al., developed liposomal nanocarriers 
containing psoralen for safe and effective PUVA therapy of psoriasis with better skin penetration.[62] Wadhwa et al., 
prepared fusidic acid (FA) loaded liposomal system for proficient management of plaque psoriasis.[63] 
 
Solid lipid nanoparticles 
Solid lipid nanoparticles are nanoparticles systems having size ranging from 50 to 1000 nm. They are composed of 
physiological lipids and surfactants which  form SLN on dispersion in water.[64]SLN offers exclusive advantages 
such as large surface area, high drug loading capacity, minimal skin irritation, protective and extended drug release. 
It is used in various cosmetic and dermatological preparations. Gambhire et al. (2011) reported the preparation and 
optimization of dithranol loaded solid lipid nanoparticles.[65] 
 
Nanostructured lipid carriers 
Nanostructured Lipid Carriers (NLCs) represent an advanced form of solid lipid nanoparticles (SLNs) with 
improved properties of drug loading, modifying  drug release profile and stability on storage. NLCs are promising 
drug carriers for topical application because of their improved skin retention properties.[66]Compared with other 
topical vehicles like creams, tinctures, lotions and emulsions, the NLCs have several advantages such as controlled 
drug release, negligible skin irritation, protection of active compounds and targeted drug delivery.[67]NLCs are 
produced by mixing solid lipids (stearic acid, palmitic acid, carnauba wax, cetyl palmitate) with liquid lipids (oleic 
acid, isopropyl myristate) and form to a lipid matrix with a specific structure. Lin et al. (2010) combined calcipotriol 
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and methotrexate in nanostructured lipid carriers for topical delivery, and reported efficient delivery of the 
drugs.[68] 
 
Liposphere 
Lipospheres are lipid-based nanoparticulate carrier which is composed of solid lipid core surrounded by a single 
unit phospholipid layer that may entrap the drug or coat with the drug. The emulsifying agent or stabilizing agent is 
used to form uniform coating around the core material and to facilitate partitioning of the drug between the lipid 
and aqueous phases.[69]Lipospheres have been successfully used orally, intravenously and by transdermal route for 
the treatment of various ailments including psoriasis.  
 
Nanoemulsion 
Nanoemulsions are biphasic dispersion having droplet size ranging 5 nm to 100 nm,which may be either water in oil 
emulsion or oil in water emulsion.[70] The small droplet size can resist the physical destabilization caused by 
gravitational separation, flocculation and/or coalescence. It also avoids the creaming process because the droplet’s 
Brownian motion is enough to overcome the gravitational separation force. Nanoemulsions can be delivered in 
several dosage forms like liquids, creams, sprays, gel, aerosols, and can be administered via various routes like 
topical, oral, intravenous, intranasal, pulmonary and ocular.[71]Khandavilli and Panchagnula (2007) formulated a 
nanoemulsion (NE) to achieve penetration of paclitaxel into deeper skin layers while minimizing the systemic 
escape.[72]  Bernardi et al. (2011) formulated rice bran oil nanoemulsions and evaluated it for irritation potential and 
moisturising activity on volunteers with normal and diseased skin types.[73] 
 
Ethosomes 
Ethosomes are soft, flexible and noninvasive delivery carriers. It is mainly composed of phospholipids, ethanol and 
water. The characteristic feature of Ethosomes is its high ethanol concentration which is responsible for disturbing 
the organization of skin lipid bilayer. Thus, these vesicles based on ethanol easily penetrate the stratum corneum and 
are reported to be safe for pharmaceutical and cosmetic use.[74]Ethosomes are suitable for topical drug delivery as 
they remain confined to the upper layer of stratum corneum. They have also been used for dermal, transdermal 
delivery of numerous drugs for the treatment of several dermal diseases like alopecia, dermatitis and psoriasis.[75] 
 
CONCLUSION 
 
A variety of treatments are already available for psoriasis, still the treatment remains a challenge due to the 
reoccurring nature of the ailment. In order to safely manage this disease, a new approach has been adopted by 
introducing nanoparticle-based drug delivery. This might combat with the limitations of the conventional drug 
therapy and also minimize the dose and it’s frequency, thereby improving patient compliance.  Nanocarriers such as 
liposomes, Ethosomes, Lipospheres, SLNs, polymeric nanoparticles, NLCs, nanocapsule, dendrimers, gold 
nanoparticles, silver nanoparticles, etc. have successfully employed for anti-psoriatic drug delivery. These carriers 
clearly present themselves as a tool to overcome the challenges associated with topical anti-psoriatic drug therapy.  
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Table 1: Categorization of Psoriasis6, 7 

Types 
Image Signs and Symptoms 

Plaque psoriasis 

 

 Most people have plaque psoriasis.   
 Characteristic Feature: Silvery-white scale 

affecting elbows, knees, lower back, and scalp.  
 It is the most prevalent types of psoriasis. 

 

Guttate 
psoriasis 

 

 

 Children and the young are more susceptible to 
guttate psoriasis.  

 Characteristic Feature: Tiny red scaly patches 
across the skin.  

Pustular 
psoriasis 

 

 It is rigorous type of psoriasis. 
 Characteristic Feature: Small bumps show on 

palms and soles causing discomfort and pain. 
Puss containing bumps will dry out and 
produced brown spot on the skin. 

Flexural 
psoriasis 

 

 

 Characteristic Feature: It occurs in skin folds, 
armpits, under the breast and between 
buttocks.78 

 It can also affect the genitals. It is not usually 
scaly. 
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Table 2: Contrast between normal and psoriatic skin10 
S. No Feature Normal Skin Psoriatic Skin 

1 Blood Vessel Small Dilated and torturous 
2 Inflammatory cells Absent Present 
3 Abscess Formation Absent Present 
4 Epidermis Thin Thickened 
5 Scaly skin Absent Red, White scaly skin 

 
Table 3: Anti- Psoriatic Drugs And their Novel carrier system 
S.No Novel carrier system Anti- psoriasis drug Method of preparation 

1. Liposome2 Tacrolimus Self-assembly of the triblock copolymer 
2 Liposomes25 Capsaicin Thin film hydration 
3 Ethosomes26 Methotrexate Extrusion method 
4 Liposomes27 Tretinoin Fusion method 
5 Nano emulsion28 Clobetasol propionate Aqueous phase titration method 
6 SLN29 Mometasone Furoate Solvent injection method 
7 Dendrimers30 8-methoxypsoralene Divergent method 
8 Microemulsion31 8-Methoxsalen Hot homogenization 
9 Nanostructured lipid carrier32 Cyclosporine Modified hot Homogenization method 
10 Polymer based nanocapsules33 Dexamethasone Polymeric layer at interface 
11 PEG based  liposomes34 Calcipotriol film hydration method 

12 NLC35 Fluticasone propionate Modified micro emulsion 
Method 

13 Nanostructured lipid carrier36 Triamcinolone acetonide Modified emulsification ultrasonication 
 

Erythrodermic 
psoriasis 

 

 

 Most common types of psoriasis occur only in 1-
2% of people.  

 Characteristic Feature:Skin looks like it is 
burned. Patient feels severe hot or cold and deep 
burning sensation. 
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Fig. 1. Pathogenesis of psoriasis.8, 9 Fig. 2 Medication options for Psoriasis.22 

 
Fig. 3 Variety of nanocarriers used in Anti-psoriatic Drugs 39 
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The Multi-Layered Information Security (MLIS) system introduces a novel approach to authenticating e-commerce 
applications. Authentication is the process of verifying the identity of a person or entity, and it controls access to 
systems by comparing user credentials to authorized user databases or data authentication servers. Authentication 
ensures secure business processes, safe systems, and protect corporate data. To facilitate quick identification of 
online connections among different users, it is recommended to create a unique identity that matches all online 
connections. This approach helps the Internet Access Security Service detect compromised physical connections and 
vulnerable online connections that could be linked to a specific IP address. Multi-layer authentication systems can be 
useful when there are multiple online connections with a single IP address, and a single user needs to be identified 
across multiple other IP addresses, which can be accomplished through the Internet Authentication tool. The 
authentication setup process can be multi-step, depending on the context of the user. The proposed method's 
strength is to group authentication methods into categories to increase security for each authentication. This 
approach enables the application to authenticate the user more securely in more than one way than traditional 
authentication methods and allows authorized users to access the application. Additionally, the MLIS system adds 
extra security to existing authentication methods, enhancing application security. 
 
Keywords:  MLIS, Database, DoS, Cyber Stalking  
 
INTRODUCTION 
 
The purpose of this research paper is to propose a multi-layered information security system that aims to enhance 
the security of e-commerce applications during authentication. This proposed system is designed to address the 
vulnerabilities associated with the traditional authentication methods used in most e-commerce applications.  The 
proposed system is made up of three layers: the user layer, service layer, and database layer. The user layer is the 
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first layer of the system, where users are required to authenticate themselves using their credentials. This layer 
provides the basic functionality that allows users to securely log into the system. The credentials may include a 
combination of a username, password, and other biometric factors, depending on the level of security required.  The 
service layer is the second layer of the system, which performs the business logic of the e-commerce application. This 
layer is responsible for verifying the user’s credentials and granting access to the application's features based on the 
user's permissions. It also ensures that the user data is encrypted and protected during transmission to the database 
layer. 
 
The database layer is the third layer of the system, where user data and other sensitive information are stored. This 
layer is responsible for ensuring the integrity and confidentiality of the data stored in the database. It implements 
various security mechanisms, such as access control and encryption, to prevent unauthorized access to the data.  The 
proposed multi-layered system enhances the security aspect of the application compared to other legacy 
authentication methods used by today's e-commerce applications. By implementing a multi-layered authentication 
system, the proposed system can detect and prevent various types of attacks, such as brute force attacks, phishing 
attacks, and social engineering attacks. 

Layers in e-commerce applications 

User Layer 
In this layer, we have developed a login module that authenticates the user based on his/her username and 
password. In case the user enters wrong credentials, then he/she gets redirected to the error page. If the user 
successfully logs in, then the session id is stored in the cookie and sent back to the server. The session id is used to 
identify the user throughout the application. 

Service Layer 
This layer contains the business logic of the web application. Here, we have implemented the following methods. 
1) Login method : This method checks whether the user's credentials are correct or not. 
2) Logout method : This method removes the session id from the cookie and redirects the user to the home page. 
3) Register method : This method registers the user if the user does not exist in the database. 
4) Update method : This method updates the details of the user if the user exists in the database. 
5) Delete method : This method deletes the user if the user already exists in the database. 
Database Layer 
Here, we have created a table called users in the database. The fields of the table are user_id (primary key), 
username, password, email, firstname, lastname, address, city, state, zipcode, country, phone, mobile, fax, website, 
notes, date_created, date_modified. This layer is responsible for storing all the data and all the database operations. 
Cyber-attacks in Banking Applications 

Attacks on computers can take many different forms. It includes Distributed Denial of Service (DDoS), targeted 
assaults, SQL injection (SQLi), defacement, and other types of attacks are the most common types of cyber-attacks. 
Cyber Stalking 
Cyberstalking is the use of the internet or other electronic devices with the intent to track someone. Online bullying 
and online abuse are both terms that are used interchangeably. In general, following involves persistently annoying 
or undermining behavior, such as following someone, visiting them at their place of business or residence, persisting 
in badgering them on the phone, leaving written notes or complaints, or damaging their property. Cyber stalking is 
an innovatively based "attack" on a single person who has been specifically targeted for that assault out of fury, 
retaliation, or control. 
 
Hacking 
"Hacking" is misconduct, which entails destroying security protocols in order to get unauthorized access to the data 
stored within them”. In this year alone, hacking had increased by 37%. Recently, a case of related hacking with 
specialized web interfaces and obtaining private locations from city residents' email records was made public. 
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Saltines are people who try to get unauthorized access to PCs. 'Indirect access' software that has been installed on 
your computer is frequently used for this. Numerous wafers also try to access assets using sophisticated phrase-
cracking software, which checks billions of passwords in an effort to find the one that will allow access to a PC 
(Stamp, 2011). 

Phishing 
It is just one of several online frauds that aim to deceive people into handing over their money. Phishing is the 
practice of sending unsolicited communications to customers of financial institutions asking them to submit their 
username, passphrase, or other personal information in order to access their account for unexplained reasons. When 
customers click the links in the email to input their information, they are directed to a phoney replica of the original 
business's website, keeping them unaware that they have been extorted (Schiller et al., 2007) 
 
Malware 
The biggest danger from online criminals is malware (viruses, worms, Trojan horses, and other dangers), which they 
exploit to break into users' accounts and steal their bank information and other sensitive data. The fast expansion of 
mobile devices like smartphones and tablet computers encourages the development of harmful software, or 
malware. Computer scammers have been using malware software for the past few years to commit hundreds of 
thousands of frauds on online customers in commercial sectors, particularly in online banking, in order to steal 
substantial sums of money. 
 
Automating online fraud 
With the use of Automatic Transfer Systems, computer fraudsters and cybercriminals have now advanced the 
situation (ATSs). With the help of SpyEye and ZeuS malware variants and WebInject files, which are text files with a 
lot of JavaScript and HTML codes, a new system for automating online banking fraud has been launched. 
 
Denial of Services (DoS) Attack 
Cybercriminals utilize denial-of-service (Dos) attacks to attempt to make network resources unavailable to its users. 
Due to the seriousness of these attacks, discrete distributed denial-of-service (DDoS) attacks may soon bring down 
not only a single website but also any intermediate service providers. Because of the significance of these 
cyberattacks and threats to its business growth, online banking services must take substantial action to increase 
security and maintain steady business growth. 
 
Authentication types 
The process of confirming that someone or something is, in fact, who or what it claims to be is known as 
authentication. By comparing a user's credentials to those stored in a database of authorised users or on a data 
authentication server, authentication technology controls access to systems. Authentication ensures safe systems, 
secure business processes, and secure corporate data. There are several forms of authentication. Users are often 
assigned a user ID for identification purposes, and authentication takes place when the user enters credentials such a 
password that exactly matches their user ID. Single-factor authentication is the procedure of needing a user ID and 
password (SFA). Companies have recently reinforced authentication by requesting more authentication elements, 
including a special code that is sent to a user through a mobile device when a sign-on attempt is made or a biometric 
signature, like a thumbprint or face scan. Two-factor authentication is used in this situation (2FA). 
 
One Time Password (OTP) 
One-time passwords, or OTPs, are important in many applications today, including e-commerce and banking 
activities. They are utilized to increase the data communication's security. On the reliability of OTP, several security 
applications are built. Information security could be seriously threatened by any OTP prediction. A gadget that can 
produce an OTP using an algorithm and cryptographic keys is provided to the user. By using the same algorithm 
and keys, an authentication server can validate the password. The OTP can be generated by a variety of software or 
hardware, including personal digital assistants, mobile phones, and specific hardware tokens. The OTP generator 
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provides tamper-resistant two-factor authentication using the most secure smart cards available: a PIN to open the 
OTP generator (something you know), and the OTP smart card itself (something you have). Prior to recently, OTP 
solutions relied on exclusive, frequently patentable time- or event-based algorithms. Due to the fact that OTP uses a 
password-based authentication method, it is also susceptible to man-in-the-middle attacks like phishing scams. An 
attacker can intercept an OTP using a mock-up site and pretend to be the user on the genuine internet web site 
because there is no mutual authentication between the PC and the internet service provider server. One-time 
passwords, are created either from a static mathematical formula or from the real time of day and vary on a regular 
basis. For the generation of OTPs, there are essentially 2 methods:  
 
 Based on a mathematical method  
 Based on time-synchronized token 

OTPs based on Time-Synchronized Token  
Based on the client's password being provided and the authentication server's time synchronization (OTPs are valid 
only for a short period of time). A security token is a piece of hardware that is used to generate time-synchronized 
OTPs. A precise clock that is synchronized with the clock on the authentication server is present inside the token. 
Time is a crucial component of the OTP method for these systems because new OTPs are generated based on the 
current time rather than, or in addition to, the previous password or a secret. 

OTPs based on Mathematical Algorithms 
This method uses two different approaches to produce OTPs: one is based on the previous password, and the other 
is based on a challenge. The order in which OTPs must be used is predetermined and is based on the preceding 
password technique. The previously used OTPs may be used to create each new OTP. 

Captcha Code 
The acronym CAPTCHA stands for "Completely Automated Public Turing Test to Tell Computers and People 
Apart," which refers to an algorithmic programmes for telling computers and humans apart. It can create and assess 
exams that are simple for people to pass but impossible for computers to do so. Common CAPTCHA is mostly used 
for human-computer verification and typically consists of symbols, text, photos, and sometimes movies. Numerous 
harmful attacks against websites, networks, and servers gradually start to appear as the Internet and its connected 
applications become more widely used. Google is committed to protecting the security of your data. By ensuring that 
only a person with the correct password may access your account, CAPTCHA protects you from remote digital 
entry. Computers are able to generate distorted images and process user input, but they are unable to understand or 
solve problems in the same way as a human would in order to pass the test. Google is one of the many web services 
that uses CAPTCHA to assist block illegal account entry. Other websites that provide access to private data, such 
bank or credit card accounts, might also use CAPTCHA. 
 
The effort was intended to help a variety of online activities, including email administrations, online purchasing, 
web journals, and other online involvement. The client must register for these services by completing an online form. 
However, since bots mimic human behaviour, they take advantage of these free services. It's a test to keep these 
robotized bots out of online services. A review led by more than 150 people was conducted to evaluate the coherence 
speed of CAPTCHA images. The participants in the study came from South Asian countries that do not speak Arabic 
but can understand the Arabic text. A few tests were conducted to determine the strength of the empowering 
CAPTCHA.( Bilal Khan et al.) 
 
Permanent Identification Number 
PIN codes are implemented independently of smart cards, the PIN code cannot be obtained by hacking a smart card. 
Instead, each time someone tries to enter, the PIN code is retrieved from a central database. In the event that the 
central database is unavailable, this PIN code is cached at each building. PIN codes were found to be four-digit 
integers that cannot begin with a zero, allowing for 9000 possible permutations. Numerous services offered by NI 
used or interfered with PIN numbers. As demonstrated in the ensuing sections, many services contain weaknesses 
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that could allow an adversary to obtain and/or modify PIN codes. As a result of this study, NI has fixed several 
issues. The information required to produce a series of PINs is found in PIN calculators. Additionally, the Internet 
bank maintains a database where this information is kept. Customers use the calculator to create a new PIN each 
time they need to access their accounts. They next input the new PIN into the GUI of the online bank, which sends it 
to the security server of the bank. The server then does a database query to retrieve the information for the specified 
PIN calculator, calculates the current PIN, and checks to see if it matches the PIN generated by the calculator. 
 
Biometric Identification 
Biometric identification is used exclusively for safe ATM transactions. The adoption of a biometric mechanism in 
such a transaction, such as an iris/retinal scan, hand geometry, or fingerprint scan, can significantly increase overall 
security. Simply registering their biometric data at a bank branch is all that is required of consumers. Then, 
customers will only need to enter their biometric password, date of birth, and PIN number to withdraw cash from an 
ATM. Currently, more than 15 million people utilize 80,000 biometrically enabled ATMs in Japan. In all smart 
environments, biometric authentication is utilized to the utmost extent possible. The two most common methods for 
biometric authentication are face and fingerprint recognition. The combination of face recognition and fingerprint 
recognition can be installed in specific locations where a higher level of security is necessary. Typically, a camera and 
fingerprint scanner will be used to gather biometric data on the client side, and that data will then be sent to a cloud 
service provider to perform complicated tasks like face and fingerprint identification. The transmission of facial 
photos and fingerprints from the client side to a server is a serious problem in these circumstances since an intruder 
may try to steal that information and utilize it later. 
 
Multi Factor Authentication 
Today, digitalization has successfully reached every aspect 
of contemporary society. Authentication is a crucial enabler for keeping this procedure secure. It includes a wide 
range of topics related to a hyperconnected environment, such as communications, access right management, online 
payments, etc. This study provides insight into how authentication systems have progressed from Single-Factor 
Authentication (SFA) to Multi-Factor Authentication (MFA), passing through Two-Factor Authentication (2FA). 
MFA is planned to be used specifically for human-to-everything interactions by facilitating quick, simple, and 
trustworthy authentication when logging into a service. User authentication is the process of identifying a user based 
on something they already know, possess, are, or do. It can also be based on a mix of two or more of these 
characteristics. User authentication techniques are diversifying along with the wide range of dangers in online 
contexts. A safe authentication mechanism called multi-factor authentication (MFA) calls for multiple authentication 
methods to be selected from various categories of credentials. Similar to single factor, multi-factor authentication is 
being used more frequently to confirm users' identities when they access cyber systems and information. MFA 
provides a more effective and secure method of user authentication by combining two or more methods of 
authentication. 
 
Push Notifications 
In pervasive mobile applications, where invocations happen asynchronously, cloud messaging push notification 
systems are crucial components. It is crucial that mobile users are alerted promptly of the services that are available. 
There are four different types of push notifications available, including those from Apple, Blackberry, Google Cloud 
Messaging, and Microsoft.Push notifications in two factor authentication (MFA) implementation help consumers to 
secure themselves and prevent cybercriminals, in addition to allowing vendors to send information right to your 
fingers. It is well known that less is more for the consumer (more convenient, that is). Push notifications give users 
the impression that they can feel "more" secure with "less" work and time with the simple push of a button. 
 
Password Authentication 
Despite widespread hacks and data breaches frequently taking advantage of password-related weaknesses, 
passwords are still the most popular authentication method employed by Web-based businesses. The strength of 
passwords is essential to password authentication techniques as multi-user systems quickly develop. Users can 
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choose secure passwords with the use of password strength meter. However, the current password strength meter 
are insufficient to offer a good level of protection, forcing users to choose a strong password. The accuracy of rule-
based password strength measurement techniques is lacking, because platform-specific password frequencies are 
different. Some online banking services utilize transaction authentication numbers (TANs) in place of one-time 
passwords (OTPs) that can only be used once to approve financial transactions. Beyond the conventional single-
password authentication, TANs add an additional degree of protection. TANs function as a type of two-factor 
authentication, adding extra protection (2FA). Without the password, the actual paper or token containing the TANs 
will be meaningless if it is stolen. On the other hand, if the login information is obtained, no transactions can be 
completed without a legitimate TAN. 
 
The Web container triggers the authentication mechanism set up for that resource when you attempt to access a 
protected Web resource. The following authentication techniques are available for selection 
1) HTTP based identification 
2) Form based identification 
3) login authentication 
4) Client certificate authentication 
5) Mutual authentication 
6) Digest authentication 
7) The user will not be authorized if one of these techniques is not specified. 
 
Multi-layer Information Security (MLIS) 
Multi-layer authentication systems may be useful if, for example, there are multiple online connections with a single 
IP address and they must resolve the connection of a single user from across multiple other IP addresses. This can be 
done using the Internet Authentication tool. You can view the security details for an instance of the Microsoft 
authentication feature, such as the password, a MAC ID, or a private key. The process of setting up authentication 
can take several steps depending on the context of the specific user. The easiest way to quickly and easily identify an 
online connection between different users is by creating a unique identity to match all of your online connections to. 
This can provide the Internet Access Security Service with the ability to detect when a physical connection is 
compromised and that an online connection is vulnerable because a breach could be linked to a specific IP address. 
The user login procedure includes, verification of the user login every time by at least two authentication methods. 
Also implementing  time out for user session and mandate re-login on user session expiry. Example for combines 
authentication could be Rotating PIN + Password,  Password + Bio-metric, Password + OTP, Hardware USB key + 
Password or Rotating PIN + Password. On the other hand, for the application logs in to a server every time by 
unique hardware signature. It should also mandate time out values for application session and request re-login on 
time out expiry. Example for multi layered application login could be MAC based unique machine login along with 
rotating PIN or SSH login with rotating PIN. 

Proposed algorithm for user login 

User enters username for login in the application. 
1) MLAS select two different authentication methods randomly. 
2) One comes from authentication group-1 (Biometric, Password or Hardware key) 
3) One comes from authentication group-2 (OTP methods) 
4) User responds to the MLAS authentication challenge. 
5) If the user’s response for both the challenges are same, then security system allows the user and grants access to 

the application. 
6) If the user’s response for one of the challenges is invalid, then security system restricts the user and grants access 

to the application. 
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CONCLUSION 
Advantage of the suggested approach is the greater security it provides for each authentication by grouping the 
various authentication techniques. The security of the application is multiplied by using this collection of 
authentication techniques. With the help of this authentication approach, the application is able to rigorously 
validate the user using a variety of traditional authentication techniques while still granting the authorized user 
access. MLIS strengthens application security by adding an extra layer of protection to the current user and 
application authentication techniques. 
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Comparison criteria Legacy authentication 
methods 
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Vulnerable to attacks Yes No 

Addressing user and application login setbacks in one 
framework 

No Yes 
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Survival analysis, a statistical approach, evaluates the duration until a significant event, like death or 
failure, transpires within a population. When employed on clinical data concerning heart failure patients, 
this methodology forecasts the probability of distinct outcomes, such as survival or death, unfolding 
across time. Such insights prove valuable in guiding treatment choices and enhancing patient well-being. 
Our study employed a Statistical package to establish a survival function and a Cox proportional hazard 
model. This enabled the creation of a curve based on heart failure data. Medical professionals can employ 
our findings to pinpoint areas necessitating attention for augmenting the survival rates of individuals 
afflicted with heart failure. 
 
Keywords: Heart failure, survival, hazard functions, and Cox proportional  
 
INTRODUCTION 
 
Heart failure is a syndrome with symptoms and signs brought on by a malfunctioning heart and shortens lifespan 
[1]. In Western nations, heart failure affects 1% to 2% of the adult population and 5 to 10 people per 1000 years, 
respectively [2], [3]. It is expected that the burden brought on by heart failure will increase soon given the country's 
rapidly aging population. Therefore, it is crucial to research and examine the variables that affected patients with 
heart failure of survival times. In medical research, follow-up is a popular method for examining the laws of nature; 
examples include examining the effectiveness of a drug, the recovery period following surgery, and the lifespan of a 
medical gadget [4] [5]. The preceding studies have one thing in common: it will take some time to track down the 
research items. This period is known as the survival time in statistics. The so-called "survival analysis" is the study of 
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how survival time is distributed and what influences it [6] [7] [8]. Since D.R. Cox first presented this model in 1972, 
the proportional hazard regression model has become the method that is most frequently employed to predict the 
connection between covariates and survival or other censored outcomes [9]. In this study, the survival-time data 
were modelled using the Cox proportional hazards model, and the survival distribution was examined for important 
influencing factors. 
 
METHODS 
 
Collected information on personal multiple chronic conditions and the length of time the patient has been observed 
or was observed in the days leading up to their passing.  A survival function and a Cox proportional hazard model 
were used to interpret the results. Serum creatinine and serum sodium were measured in MD/dL. The Cox 
proportional hazard model was used to test the patient's probability for different parameters. There are statistically 
significant differences; hence, the study of the probability of survival curves to estimate overall survival time was 
used for the analysis. The data were analyzed using SPSS software. 
 
Statistical Analysis 
The patients with anemia, diabetes, high blood pressure, smoking habits, and gender were entered as covariates. The 
hypotheses regarding the effects of covariates on time-to-onset for heart failure were analyzed by Cox proportional 
hazards. The event of interest is anemia: 0 for no anemia, 1 for having anemia, and death treated as 1, death, and 0 
for being alive. 
 
Cox Proportional hazard 
The Cox proportional hazards model, sometimes referred to as Cox regression, is a semi-parametric method for 
survival analysis that looks at the correlation between the timing of an event (such as failure or death) and one or 
more predictor factors. It assumes that the hazard function, or the likelihood that an event will occur at a particular 
time, is proportional to a baseline hazard function and estimates the coefficients for the predictor variables, which 
measure their influence on the hazard. The Cox model is frequently employed in engineering, medical research, and 
other disciplines to assess time-to-event data. The Cox proportional hazards regression model is given as follows: 
The proportional hazards model assumes that the time to the event and the covariates are related through the 
following equations 

1 1 2 2( ... )
0( ) ( ) e p pb X b X b Xh t h t     

where h(t) symbolizes the anticipated hazard at a given time t, and while h0(t) denotes the fundamental baseline 
hazard. This baseline hazard signifies the hazard level when all predictors (X1, X2, Xp) are set to zero. It's noteworthy 
that the projected hazard (h(t))—essentially, the likelihood of encountering the event of interest in the imminent 
moment—is a result of multiplying the baseline hazard (h0(t)) by the exponential function of the linear amalgamation 
of predictors. Consequently, these predictors impart a multiplicative or proportional influence on the projected 
hazard. 
 
Hazardratio 
The hazard ratio is a measure that quantifies the relative risk or probability of an event occurring at any given time 
for one group compared to another. It's a key concept in survival analysis, particularly when using techniques like 
the Cox proportional hazards model. The hazard ratio provides insights into how different factors influence the risk 
of an event happening over time. In the context of survival analysis, the hazard ratio compares the hazard rates of 
two groups (often referred to as "treatment" and "control" groups, or "exposed" and "unexposed" groups). It indicates 
the ratio of the hazard rates for these groups, thus giving an understanding of the impact of a specific factor on the 
event of interest. The hazard ratio allows researchers to assess how different predictor variables affect the risk over 
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time. It's a crucial concept in survival analysis for understanding the relative risks associated with various factors 
and how they influence the timing of events. 
 
RESULTS 
The following information summarizes categorical covariates: 
According to the aforementioned table, approximately 97.9% of the patients were censored, and the majority of them 
were male patients (64.9% and 35.1% of the total). 32.1 percent of patients smoke, 67.9 percent of patients do not 
smoke, 64.9% of patients do not have high blood pressure, 41.8% of patients have diabetes, and 58.2 percent of 
patients do not have diabetes. 43.1% of patients are anemic, compared to 56.9% who are not. The Cox proportional 
hazards model accounts for all factors in the survival-time data. The results are displayed in the table below. The Cox 
proportional hazards model revealed significant effects on patients' survival times for age, high blood pressure, 
anemia, creatinine phosphokinase, ejection fraction, and serum creatinine. The Exp(B) column presents the hazard 
ratio, which represents the multiplicative change in the terminal event hazard per unit increase in a predictor. If the 
hazard ratio is below 1, the regression slope is negative; conversely, if it exceeds 1, the slope is positive [10]. A hazard 
ratio of 1 denotes an unchanged risk due to the covariate's modification. The succeeding two columns depict the 
hazard ratio's 95% confidence interval. Age escalated the likelihood of heart failure-related mortality by 4.5 times 
(HR: 1.047, 95% CI: 1.028-1.067), while serum creatinine augmented the likelihood by 1.366 times (HR: 1.366, 95% CI: 
1.191-1.565). 
 
CONCLUSION 
 
Given the global population's aging and the rise in heart failure prevalence that has resulted, the need for developing 
therapeutic methods to reduce age-related heart failure is critical. As our understanding of the biology of aging and 
heart failure has advanced in recent years, new avenues for intervention have emerged. The main risk factors for 
increased mortality among heart failure patients are increasing age, high blood pressure (above the normal range), 
higher levels of anemia, and lower values for the ejection fraction (EF). Increased serum sodium levels can lower the 
risk of dying. The presence of diabetes, smoking, or the patient’s gender significantly affects the results. 
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Covariates Count Percentage 
Event 96 32.1 

Censored 203 97.9 
Male 194 64.9 

Female 105 35.1 
Smoker 96 32.1 

Non-Smoker 203 67.9 
Hyper tension 105 35.1 

Non-Hypertension 194 64.9 
Diabetes 125 41.8 

Non-Diabetes 174 58.2 
Anaemia 129 43.1 

Non-Anaemia 170 56.9 
 
Table 2: 

Variables in the Equation 
 B SE Wald Df Sig. Exp(B) 95% CI for Exp(B) 
       Lower Upper 

Age .046 .009 24.519 1 .000 1.047 1.028 1.067 
Anaemia -.455 .217 4.407 1 .036 .634 .415 .970 

Creatininephosphokinase .000 .000 4.971 1 .026 1.000 1.000 1.000 
Diabetes -.137 .223 .379 1 .538 .872 .563 1.350 

ejection fraction -.049 .011 21.593 1 .000 .952 .933 .972 
High blood pressure -.472 .216 4.756 1 .029 .624 .408 .953 

Platelets .000 .000 .209 1 .647 1.000 1.000 1.000 
Serum creatinine .312 .070 20.026 1 .000 1.366 1.191 1.565 
Serum sodium -.044 .023 3.652 1 .056 .957 .914 1.001 

Sex .240 .252 .909 1 .340 1.271 .776 2.081 
Smoking -.119 .251 .223 1 .637 .888 .543 1.453 

 

 
Fig. 1 a): For both men and women, we plot the cumulative survival function while analyzing each covariate at its 

mean value. The survivor function in the context of this study depicts the probability that a randomly chosen 
firm will continue to operate over time. b) The survival curve for heart failure patients, assessing the difference 

between male and female survival. 
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Fig. 2a: a) After assessing all factors at their mean values, the cumulative hazard function for both males and 

females is plotted. This graphical representation effectively illustrates the distribution of risk over time. 
Generally, this function becomes more informative with time. The hazard function exhibits a peak over time, 
indicating an escalating risk of occurrence. b) The hazard curve scrutinizes the survival discrepancy between 

male and female heart failure patients. 
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A forensic dentist plays a significant role in identifying deceased individuals in natural as well as 
manmade disaster conditions, with specificity in mass casualties linked to aviation disasters. Because of a 
dearth of an all-encompassing and extensive fingerprint catalog system, dental identification continues to 
have crucial importance worldwide. The most valuable aids for dental identification are prostheses, 
restorations, missing, and carious tooth/teeth. The following article aims to discuss the efficacy of laser 
etching to identify prostheses of three different types during major burns/accidents. All three Laser 
micro-etched restorations, i.e., all-metal, porcelain fused to metal and zirconia, resisted temperatures up 
to 1000 degrees for 15 minutes and the etched numbers were easily identifiable. Laser micro etching is an 
ablative method that is very precise and accurate and can be utilized for marking restorations and can be 
used for personal identification. 
 
Keywords: Dental identifications, marking/labeling, disaster identification, laser etching, forensic 
odontology, Engraving 
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Significance statement 
The most common mode of identification is the marking/labeling of a prosthesis, and itis a precise and expeditious 
method to identify fatalities of anonymous identity. Laser etching can be utilized as a cost-effective marking 
technique for dental crowns and bridges, which can be helpful in the field of forensics. 
 
INTRODUCTION 
 
The process of recognizing the victims of natural disasters and accidental demise is a highly cumbersome & time-
consuming task on the part of the rescuers. Hence, identification done promptly is of paramount significance. 
Prosthodontists, play a unique role in recognizing the victims with the presence of their natural dentition, records of 
the carious teeth, teeth restored with various filling materials or with the help of different types of fixed or 
removable prostheses including partial, or complete dentures along with crowns, bridges and dental implants. All 
this becomes relatively effortless with the availability of the victim’s antemortem records or if the prosthesis is 
labelled beforehand. There are various treatment options in dentistry, of which replacing missing teeth or restoring 
endodontically treated teeth with crown and bridge is the most standard treatment carried out by dental 
practitioners. The incidence of finding a crown or bridge in an individual mouth is quite common nowadays.[1] 
Recently many aesthetic materials have been introduced in the field of dentistry, such as zirconium which is being 
used as the substitute to traditional crowns, and bridge restorations such as all-metal or porcelain fused to metal 
crowns. However, the conventional materials are still in use in clinical practice.[2] Forensic odontology helps in 
assessing and identifying different type of dental materials employed for restorative purpose exposed to extremes of 
temperature and can also help in providing vital clues in post mortem investigation if premortem records are 
available.[3] It can be a real challenge for the investigator to identify burn victims involved in a major fire outbreak. 
[4] It is hypothesized that high quality data can be retrieved through a systematic approach by examining the 
restorations and prosthesis in the oral cavity and can aid in identification procedures of victims involved in natural 
disasters or accidents. 
 
AIM 
The aim of the study was to evaluate the efficacy of laser etching technique on different crown and bridge restorative 
materials cemented on the natural teeth to different temperatures and exposure times and evaluate its importance 
with regard to its application in forensic identification.  
 
MATERIAL AND METHOD 
 
Three different restorations of varying strengths and heating points were selected, i.e., all-metal, porcelain fused to 
metal, and zirconia. Laser Engraving was done on the inner walls of all three types of crown and bridges. (Fig 1) 7-10 
digits were engraved on the inner walls of the crown. Natural teeth were prepared using an air rotor, and the laser 
engraved restoration was cemented using permanent luting cement. (Fig 2) The specimens were split into 3 groups. 
Group 1: natural teeth restored with Ni Cr all-metal crown or bridge, Group 2: Natural teeth restored with porcelain 
fused to metal crown or bridge, Group 3: Natural teeth restored with zirconia crown or bridge.  The blast furnace 
was heated upto 500 degrees Celsius, and the cemented crown and bridges were incinerated in the furnace for 15 
minutes. (Fig 3) After 15 minutes, the crowns were retrieved and observed for any damages. The crowns were 
decemented from the natural teeth, and the laser etching was analysed under magnification. (Fig 4)And the numbers 
engraved on the walls of the crown were intact and did not fade away. The same crowns were re-cemented and were 
incinerated at 1000 degrees for 15 minutes. Again, the crowns were retrieved, and the laser-etched numbers were 
again analysed. (Fig 5) 
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RESULTS AND DISCUSSION 
 

1. All metal crowns fabricated from Co-Crrevealed only loss of shine or glaze at 500 0 C with no dislodgement, 
but subsequently as the temperature was raised to 10000 C, the crowns were dislodged from the natural 
teeth. Laser-etched numbers showed no distortion at the highest temperature. The natural teeth, along with 
the luting cement, were disintegrated at the highest temperature. 

2. Porcelain fused to metal crowns showed no effects at 5000 C, except for slight debonding, but eventually at 
1000°C, they exhibited a changein external form and shape. Laser-etched numbers showed no distortion at 
the highest temperature. 

3. Zirconia crowns did not show any morphological changes even at the highest temperature, and laser-etched 
numbers showed no distortion and were clearly visible. 

 
The primary scientific indicators for non-visual identification are DNA, fingerprint, and dental comparison. [5,6]But 
in certain instances, or natural calamities where an individual has been incinerated, the DNA gets denatured, and 
there may be loss of fingerprint detail. Although natural teeth are extremely durable because of their morphological 
structure, they can still not resist extreme temperatures, and as a result, the overlying crown and bridges may be the 
only physical evidence left for identification. crown and bridges are composed of metals such as NiCr, CoCr, 
Zirconium, etc., which have excellent physical and chemical properties such as high melting and boiling points, high 
flexural and tensile strength, good corrosion resistance, which make them resistant to physical and thermal assaults. 
Raymond Richmond and Pretty [7] proposed the basic requirements for an identification system i.e.,it should be easy 
to implement, should not undermine the restoration, be aesthetically justifiable, and enable reliable identification. 
The most routinely used methods for marking the restorations/prosthesis are impregnation, engraving, and 
embossing[8-11] In impregnation techniques chips, barcodes, and other devices are incorporated in the restorations 
which compromises the aesthetics and also compromises the physical and mechanical properties of the materials. 
Also, the size of the chips may be a factor if it has to be used for crown and bridge and is virtually impossible to 
place in these types of restorations. Engraving methods on the external surface of a prosthesis makes it more 
susceptible to deposition of plaque, colonization of micro-organisms, tarnish and corrosion and subsequently 
damaging the restoration and infection of the underlying and surrounding soft and hard tissues.  
 
The engraved surface of the prosthesis may also be affected by the usage of dentifrices and antiseptic/mouthwash 
agents. There are studies in the literature that also suggest that 'embossing' or engraving on the external surface of 
prosthesis is associated with the occurrence of malignancies that may occur due to constant tissue irritation.[12] Due 
to the above-mentioned reasons, the laser engraving was done on the cemented/internal surface of the prosthesis and 
not on the extraoral surface as it will be protected by the luting cement and will be resistant to deposition of plaque. 
and will not hamper the hygiene and strength of the prosthesis. Recent scientific research reveals a requirement for 
standardizing the identification methods integrated in restorations and an incursion into the era of digital 
information storage. Most of the dental associations around the world and forensic odontologists recommends 
labeling of all dentures. Labelling of prosthesis is controlled by law and legislation in some countries and certain 
states of the USA.[13] Current methods mentioned in the scientific literature cannot fulfill all the standard 
requirements for marking of prosthesis, and therefore a unique system of labelling for a particular nation that is 
universally accepted is needed. Currently in India, as there is no law regarding labeling/marking of the prosthesis, it 
is neither taught nor practiced in any dental college on a routine basis but the number of individuals wearing some 
or other type of dental prosthesis is increasing at a rapid pace and there is a need to label prostheses. 
 
 In order to address this problem, the authors of the current article suggest linking of marking system with 
AADHAAR CARD, a citizen’s unique identification card in India. Linking of labeling/marking system to a unique 
ID, AADHAR CARD in India will not only fulfills all standard requirements of labeling but can set an ideal example 
as the unique id number can give entire information about the person. To support the above statement, various 
authors such as Baad et al., [14] Mahoorkar and Jain[15] have suggested a national identification number (permanent 
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account number/Aadhar card number) on dental prostheses as a universal personal identification code. Usually, 
these identification numbers have 8-10 digits, and laser engraving can easily accommodate the digits in a small area 
with precision which can be useful in the case of crown and bridge as the available surface for marking is limited. 
The technique of laser marking employs various methods such as chemical alteration, carbonization, foaming, 
melting, and ablation to mark prostheses surface for recognition purposes. Another modification of laser marking is 
called as laser engraving, which uses laser beam to engrave marks on a surface. The various types of lasers which are 
employed for engraving purpose are CO2 lasers, fiber lasers and diode lasers. 
 
The method used in the present study for laser marking was flat table engraving in which the laser beam was 
directed on the prostheses surface to in filtrate till a fixed distance, thereby preventing unavoidable weakening of the 
restorations. The device used for laser engraving of the various restorations was the Marko fiber Laser instrument 
which is a non-contact subsurface laser. It engraves an image by removing a portion of the material, layer by layer, to 
leave a precise dark mark on the surface, which is in the range of a few microns. The device was operated with the 
help of a computer and software. The letters to be etched on the surface of the prostheses were typed in the software 
and the laser beam marked it on the surface of the prostheses on activation. One limitation of this device was that 
high heat was produced during engraving, which may alter the physical properties of the restoration on which 
engraving is being done. The collimated beam from the laser device generated a high temperature at the contact 
point, resulting in ‘spot evaporation' at a regulated depth of 0.4 mm.20 mA, 70 V, and a frequency of 6 Hz were the 
conventional recording limits for a metal structure.  
 
The laser utilized in this operation had a wavelength of 1000 nm and a power of 60 W. With a marking speed of 900 
mm/s, a marking depth of 0.4 mm, and an accuracy of up to 0.002 mm, a frequency of 6 Hz was used. The power 
utilized for zirconia was 90 W, with a marking speed of 1000mm/s. Micro-etching, also known as micro-stripping, is 
the process of selectively exposing the surface layer to reveal the underlying items or selectively removing a portion 
at a given depth using a laser. Micro-etching is a highly selective removal procedure with a minimum etch value of 
up to 0.1 microns per laser pulse, according to the definition. This means that the laser etches the material like a fine 
scalpel, layer by layer, as thin as 0.1 microns. This enables the laser to generate blind holes, blind wells, or channels 
with more precision.This method is easier to use, less expensive, and saves time in the lab as compared to other 
prosthetic marking methods. The need for suitable thickness of metal surfaces for etching is one of this process's 
drawbacks. The availability of a laser engraving machine is another barrier in laser etching. This approach, on the 
other hand, may be used on any form of prosthesis and is a trustworthy instrument for personal identification. 
 

CONCLUSION 
 
For crown and bridge restorations, laser micro-etching is a precise, cost-effective, and promising marking approach 
that can provide a permanent mode of personal identification.  
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Fig 1: Restorations with laser engraving Fig 2: Restorations cemented on natural teeth 
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Fig 3: Restorations at 500 degrees  Fig 4: laser etching at 500 degrees 

 
Fig 5: laser etching at 1000 degrees. 
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Appakovai (Kedrostis foetidissima) of the Cucurbitaceae (Pumpkin family). The leaves have a very strong 
unpleasant smell and the plant can be identified with the red fruits and the smell. The leaf juice is used 
for treating common cold in children. The paste of the leaves is a good remedy for eczema.The leaf is 
macerated for 48 hours. The present study was aimed to investigate the phytochemicals and in vitro free 
radical scavenging activity by DPPH and H2O2 method, antidiabetic activity by α amylase inhibition of 
aqueous extract of Kedrostis foetidissima, anti inflammatory activity by albumin denaturation method, 
anti-arthritic activity by protein denaturation method and antibacterial activities against the 
microoraganisms Staphylococcus aureus and Escherichia coli. Phytochemicals,antioxidant,antidiabetic,anti-
inflammatory,anti arthritic and antibacterial activities were carried out according to standard methods.It 
is evaluated for the presence of phytochemicals. Presence of phytoconstituents like alkaloids, flavonoids, 
saponins,glycosides, carbohydrates, proteins & aminoacids, phenolic components, terpenoids, quinones 
,tannins and steroids are tested. The extract was also tested for DPPH and H2O2 free radical scavenging 
activity. The antioxidant activity of aqueous extract was compared with the standard ascorbic acid. The 
antidiabetic activity of aqueous extract was compared with the standard Metformin. Both the antioxidant 
and antidiabetic results revealed that the aqueous extract of leaf presented highest concentration of plant 
extract compared to the standard.  
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Keywords: Kedrostis foetidissima, Cucurbitaceae, Aqueous extract, Phytochemicals, Antioxidant activity, 
DPPH, H2O2, Antidiabetic activity, α amylase inhibition, Anti-inflammatory activity, albumin 
denaturation, Anti-arthritic activity, protein denaturation, Antibacterial activity, Staphylococcus aureus 
(gram positive), E.coli (gram negative). 
  
 
INTRODUCTION 
 
Medicinal plants are the most important source of life saving drugs and have been widely used for the treatment of 
diseases in traditional way for several years. An interaction between ancient medicine and biotechnological tools is 
to be established towards newer drug development. The interface between cell biology, structural chemistry and in 
vitro assays will be the best way available to obtain valuable leads. The value of plants lies in the potential access to 
extremely complex molecular structure that would be difficult to synthesize in the laboratory.  Kedrostis foetidissima 
has Antimicrobial properties of medicinal plants are being increasingly reported from different parts of the world. 
Antimicrobials therefore, may have a significant clinical value in treatment of resistant microbial strains.[4]  
Therefore in the present study Kedrostis foetidissima (jacq.) cogn. (Cucurbitaceae) were screened for their antibacterial 
potential against selected strains.[4]. In the present study, an attempt was made to evaluate the phytochemical, 
antioxidant,anti-inflammatory, anti-arthritic and anti-bacterial activities in the leaf extract of Kedrostis foetidissima 
(Jacq.) Cogn by using In vitro method. 
 
 
MATERIALS AND METHODS  
 
Collection of Plant  
Healthy fresh leaves of Kedrostis foetidissima were collected from the region of Kerala district.  
 
Preparation of Extract  
The collected leaf parts of plant sample is rinsed with distilled water and dried at room temperature for 7 days. The 
dried leaves were powdered and stored in air-tight container for further analysis.  
 
Extraction Procedure  
 
Preparation of Ethanol extract  
From the powdered sample 4gm of Kedrostis foetidissima powder was taken using 70 ml of ethanol. The samples was 
kept for maceration process for 3 days. The extract was stored in a container and it is used for the entire study.  
 
Preparation of aqueous extract  
From the powdered sample taken 30gm of Kedrostis foetidissima powder was added with 150 ml of distilled water. 
Then mixed it well using a glass rod and it is filtered. Then the filtrate was used for phytochemical analysis. 
 
Phytochemical Screening  
 
TEST FOR ALKALOIDS  
Hager’s Test : A small quantity of extract was treated with Hager’s reagent. Yellow precipitate indicates the presence 
of alkaloids.[3]  
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TEST FOR CARBOHYDRATES  
Benedict’s Test : The extract of the powdered leaf was treated with equal volume of Benedict’s reagent. A red 
precipitate was formed indicating the presence of reducing sugar.[6]  
 
TEST FOR FLAVONOIDS  
Lead Acetate : To the test solution add a mixture of 10 % lead acetate in few drops added. It gives white 
precipitate.[2]  
 
TEST FOR PROTEIN & AMINOACIDS  
Ninhydrin Test : To the test solution add Ninhydrin solution, boil, violet colour indicates presence of amino acid.[5]  
 
TEST FOR TERPENOIDS  
Salkowski Test : Taken 0.5ml of the plant extract added 2ml of chloroform and 3ml of concentrated sulphuric acid 
along the sides of the test tubes. The appearance of reddish brown colour at the interface indicated the presence of 
terpenoids.  
 
TEST FOR GLYCOSIDES  
Concentrated Sulphuric acid test: To 2ml of the plant extract added 1ml of glacial acetic acid. To that added 1% 
ferric chloride solution drop by drop and then added concentrated sulphuric acid along the sides of the test tube. The 
appearance of greenish blue colour indicates the presence of glycosides.[8]  
 
TEST FOR TANNINS  
Ferric Chloride : To the 1ml of extract few drops of ferric chloride solution was added. Bluish black colour was 
produced indicating the presence of tannins.[6]  
 
TEST FOR SAPONINS  
Froth Test : With 1ml of extract was vigorously shaken with 5ml of distilled water in a test tube for 30 seconds and 
was left undisturbed for 20 min, persistent froth indicated presence of saponins.[4]  
 
TEST FOR PHENOLIC COMPOUNDS  
Ferric Chloride : To the extract few drops of ferric chloride solution was added. Bluish black colour was produced 
indicating the presence of tannins.[1]  
 
TEST FOR QUINONES  
To 1 ml of plant extract, 1 mL of conc. H2SO4 was added formation of red colour indicated the presence of 
quinones.[3] 
 
TEST FOR STEROIDS  
About 0.2 g of extract was taken and 2 ml of acetic acid was added then, the solution was cooled well in ice followed 
by the addition of concentrated sulphuric acid. Colour development from violet to blue or bluish-green indicated the 
presence of a steroidal ring.[9]  
 
Preparation of the Bacterial Inoculum  
Stock cultures were maintained at 4°C on slopes of nutrient agar. Active culture for experiments were prepared by 
transferring a loop full of cells from stock cultures to test tubes of 50 ml nutrient broth bacterial cultures were 
incubated with agitation for 24hours and at 37°C on shaking incubator. Each suspension of test organism was 
subsequently stroke out on nutrient agar media. Bacterial cultures then incubated at 37°C for 24 hours. A single 
colony was transferred to nutrient agar media slants were incubated at 37°C for 24 hours. These stock cultures were 
kept at 4°C. For use in experiments, a loop of each test organism was transferred into 50ml nutrient broth and 
incubated separately at 37°C for 18-20 hours for bacterial culture.  
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Agar Well Diffusion Method  
The antibacterial activity of extract was determined by Well Diffusion Method. MHA plates were prepared by 
pouring 20ml of molten media into sterile petri plates. After solidification of media. 20-25ul suspension of bacterial 
inoculums was swabbed uniformly. The well was prepared by using sterile cork borer made up of stainless steel. 
Then 20 and 40µl of plant extract was poured into the wells. Chloramphenicol was used as a standard. After that, the 
plates were incubated at 37°C for 24 hours. Assay was carried into triplicates and control plates were also 
maintained. Zone of inhibition was measured from the clear zone in mm)  
 
In vitro Antioxidant Activity  
 
DPPH Radical Scavenging Activity  
DPPH (2,2-diphenyl-2-picrylhydrazyl) free radical scavenging assay of aqueous leaf extracts of Kedrostis foetidissima 
was determined according to the method by [10] with slight modifications which results in a pale yellow solution .  
 
Procedure  
The free radical scavenging activity of the extracts, based on the scavenging activity of the stable 2,2-diphenyl-2- 
picrylhydrazyl (DPPH) free radical was determined by the method described by Shen et al. Plant extract (0.1 mL) was added to 3 mL of 

a 0.004 % methanol solution of DPPH. The reaction mixture consists of plant extract with the varying concentration 
(200,400,600,800 and 1000μl) and 5.0ml of DPPH was added and made upto 3.0ml with distilled water. The tubes 
were shaken well and incubated in the dark at room temperature for 30 minutes. A blue color formed, and the 
absorbance was measured spectrophotometrically at 517nm. Ascorbic acid was used as a standard for DPPH 
activity.  The ability to scavenge DPPH radical was calculated using the formula 
 
% of Inhibition = Absorbance of control - Absorbance of sample × 100  
                                                       Absorbance of control  
 
Hydrogen Peroxide Scavenging Activity  
Hydrogen peroxide r adical scavenging assay activity of aqu eous extract of Kedrostis foetidissima was determined 
according to the method by [ 11 ] with s l i ght modifications.  
 
Procedure  
The reaction mixture consists of plant extract with the concentration (200, 400, 600, 800 and 1000μl) and 1.0ml of 
Hydrogen peroxide was added The tubes were shaken well and incubated in the dark at room temperature for 10 
minutes against a blank solution Absorbance of reaction mixture was measured at 230 nm spectrophotometrically. 
Ascorbic acid was used as a standard . The ability to Hydrogen peroxide scavenges radical was calculated using the 
formula  
 
% of Inhibition = Absorbance of control - Absorbance of sample × 100  
                                                   Absorbance of control  
 
In vitro Antidiabetic activity  
 
Inhibition of α amylase activity  
The determination of α-amylase inhibition was carried out by quantifying the reducing sugar (maltose equivalent) 
liberated under the assay conditions.[11]  
Procedure  
To 100μl of (10,20,30,40,50 μg/ml) plant extract.200 μl (1%) starch solution was added and the mixture was incubated 
at 370c for 20 min. To the reaction mixture 100μl(1% starch solution was added and incubated at 370c for 10 mins. 
The reaction was stopped by adding 200μl DNSA (1g of 3, 5 di nitro salicylic acid, 30g of sodium potassium tartarate 
and 20ml of 2N sodium hydroxide was added and made up to a final volume of 100 ml with distilled water) and 
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kept it in a boiling water bath for 5 minutes. The reaction mixture diluted with 2.2 ml of water and absorbance was 
read at 540nm. For each concentratrion, blank tubes were prepared by replacing the enzyme solution with 200μl in 
distilled water.  The experiments were repeated thrice using the same protocol.  
 
% of Inhibition = Absorbance of control - Absorbance of sample × 100  
                                                      Absorbance of control  
 
In vitro Anti-inflammatory Activity  
The reaction mixture consists of plant extract with the varying concentration (10,20,30,40 and 50µl) and added 450 µl 
of BSA Adjusted the pH to 6.3 by using IN HCL. The sample were incubated at 37°C for 20 minutes and heated at 
570C for 3minutes. After cooling added 2.5ml of Phosphate solution. Turbidity was measured at 660nm 
spectrophotometrically.  The percentage inhibition of protein denaturation was calculated using formula 
 
% of Inhibition = Absorbance of control - Absorbance of sample × 100  
                                                    Absorbance of control  
 
In Vitro Anti-arthritic Activity  
Prepare the reaction mixture (0.5 mL) by dissolving 0.4 mL of Bovine serum albumin (2 % aqueous solution), 0.05 mL 
distilled water and 0.05 mL of sample. Incubate the samples at 37 °C for 30 min and then heat at 57 °C for 10 min. 
After cooling, add 2.5 mL of phosphate-buffered saline (pH 7.4) in each test tube. Measure the turbidity 
spectrophotometrically at 600 nm. For control, use 0.05 mL distilled water instead of standard/sample.  
Calculate the percentage inhibition of protein denaturation as follows:  
 
% of Inhibition = Absorbance of control - Absorbance of sample × 100  
                                                 Absorbance of control  
 
RESULTS AND DISCUSSION  
 
Table 2: Phytochemical Screening of ethanol and aqueous extract of Kedrostis foetidissima  
“+++” indicates Strongly Present, “++” indicates Moderately Present, “+” indicates Mildly  present, “-” indicates 
Negative  
It is evident from the table 1 of Kedrostis foetidissima leaf aqueous extract shows the presence of most of the 
phytochemicals such as alkaloids, carbohydrate, flavonoids, proteins & aminoacids, terpenoids, tannins, quinones 
and steroids. Ethanol extract shows the presence of alkaloids, carbohydrate, proteins & aminoacids, terpenoids, 
phenol, tannins and glycosides.  
 
In vitro Antibacterial Activity  
 
Agar well diffusion method  
Plants which are rich in a wide variety of secondary metabolites such as alkaloid and flavonoid have been found In 
vitro to have antibacterial properties [12]. Therefore it is necessary to evaluate the antibacterial effect of the plant 
extracts. Antibacterial activity of aqueous extract of against Kedrostis foetidissima against Staphylococcus aureus, E.coli 
are shown in the figure 2 and 3 respectively. 
 
It is clear from the figure 2 (a) and (b) shows the In vitro antibacterial activity of aqueous extract of Kedrostis 
foetidissima at different concentrations. The figure shows that aqueous extract of Kedrostis foetidissima has 
7mm,9mm,8mm and 10mm against Staphylococcus aureus at the concentration of 25ug,50,75and 100ug respectively. 
E.coli showed minimum activity of inhibition. Staphylococcus aureus is highly efficient than E.coli in the aqueous 
extract of Kedrostis foetidissima.  
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In vitro Antioxidant Activity  
 
DPPH Radical Scavenging Activity  
Free radicals are the unstable molecules that causes damage to the human body. They are mainly reactive oxygen 
species including highly reactive oxygen containing molecules. Free radicals cause several diseases in humans. Now 
a days there is an increasing attention in finding antioxidant because they have the ability to inhibit the propagation 
of free radical reaction and protect the human body from several disorders.[8]  
 
Hydrogen peroxide is an important reactive oxygen species because of its ability to penetrate biological membranes. 
It is not itself reactive because it may be toxic if it is converted to hydroxyl radicals in the cells.[13]  The antioxidant 
compounds which donates the electrons to hydrogen peroxide and neutralize it into water molecules. Hydrogen 
peroxide is relatively stable, allowing direct measurement of its concentration in many cases. H₂O; occurs naturally 
at low concentration levels in air, water, human body, plants, microorganisms etc. It can cross cell membranes and 
may slowly oxidize a number of compounds. Thus removal of hydrogen peroxide is very important.  
 
It is evident from the figure 4 shows the high antioxidant potential of aqueous extract of Kedrostis foetidissima at 
600,800,1000 µl/mg concentrations with 91%,95%,98% of inhibition when compared with the standard.  This result is 
in accordance to work of [18] who stated that the extract of Kedrostis foetidissima had high Hydrogen Peroxide 
Scavenging Activity. 
 
In vitro Antidiabetic Activity  
Inhibition of α-amylase Activity  
The intestinal digestive enzymes alpha- amylase plays a vital role in the carbohydrate digestion. One antidiabetic 
therapeutic approach reduces the post prandial glucose level in blood by the inhibition of alpha amylase enzyme. 
These can be an important strategy in management of blood glucose. Alpha- amylase is an enzyme that hydrolyses 
alpha bonds of alpha lined polysaccharide such as starch to yield high levels of glucose and maltose. Therefore it is 
quite important to evaluate the alpha- amylase inhibitory activity of extracts. Inhibition of alpha- amylase activity of 
aqueous extract of Kedrostis foetidissima is presented in the Figure 5.  
 
It is evident from the figure 5 shows the high antidiabetic activity of aqueous extract of Kedrostis foetidissima at 
30,40,150 µl/mg concentrations with 67%,79%,85% of inhibition when compared with the standard.This result is in 
accordance to work of [19] who stated that the extract of Kedrostis foetidissima had high antidiabetic activity.  
 
In vitro Anti-inflammatory Activity  
Albumin Denaturation Assay  
Albumin denaturation is a process in which the proteins either lose their secondary and tertiary structure due to the 
external stress or compounds like strong acid or base or concentrated inorganic salt, organic salt. Most of the 
biological protein lose their function when it is denatured. Denaturation of proteins occurs due to inflammation.[23]  
Albumin denaturation is a process in which proteins lose their tertiary structure and secondary structure by 
application of external stress or compound, such as strong acid or base, a concentrated inorganic salt, an organic 
solvent or heat. Most biological proteins lose their biological function when denatured. Denaturation of proteins is a 
well-documented cause of inflammation. Anti- inflammatory drugs act by inhibiting the denaturation of protein. 
Phenylbutazone, salicylic acid, (anti-inflammatory drugs) etc., have shown dose dependent ability to inhibit heat 
induced protein (albumin) denaturation.Therefore it is necessary to evaluate the effect of the plant extracts in 
inhibiting heat induced protein. Albumin denaturation assay of aqueous extract of Kedrostis foetidissima is presented 
in the figure 6. 
 
It is evident from the figure 6 shows the high anti-inflammatory activity of aqueous extract of Kedrostis foetidissima at 
30,40,50 µl/mg concentrations with 34%,44%,54% of inhibition when compared with the standard.This result showed 
that Kedrostis foetidissima had high anti-inflammatory activity.  
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Antiarthritic Activity  
In vitro Protein Denaturation Assay  
Protein denaturation is a process in which the proteins either lose their secondary and tertiary structure due to the 
external stress or compounds like strong acid or base or concentrated inorganic salt, organic salt. Most of the 
biological protein lose their function when it is denatured. Denaturation of proteins occurs due to inflammation. The 
leaf extract of antiarthritic activity reported to be useful in the treatment of rheumatoid arthritis activity.  
 
It is evident from the figure 7 shows the high anti-inflammatory activity of aqueous extract of Kedrostis foetidissima at 
30,40,50 µl/mg concentrations with 31%,39%,53% of inhibition when compared with the standard.The results showed 
that high antiarthritic activity of Kedrostis foetidissima.  
 
SUMMARY AND CONCLUSION  
 
⮚  The Kedrostis foetidissima(Jacq) cogn were selected for studying the Phytochemicals, Antioxidant, Antidiabetic, 
Anti-Inflammatory, Antiarthritic and Anti-bacterial activity by using in-vitro methods. It was carried out using the 
Aqueous solvent.  
The findings of the current study are summarized as follows:  
⮚  From the current study, the biochemical test was done for its phytochemical screening in aqueous extract of 
Kedrostis foetidissima(Jacq) cogn. Like alkaloids, carbohydrates, phenol, flavonoids, proteins & aminoacids, 
terpenoids, quinones, glycosides, tannins, saponins and steroids. From this test we have concluded that most of these 
chemical tests indicate the presence of secondary metabolites in the selected plant extract. The presence of bioactive 
components is very important for plant extracts for further analysis.  
⮚  Aqueous leaf extracts of Kedrostis foetidissima(Jacq) cogn were found to contain alkaloids, carbohydrates,flavonoids, 
proteins & aminoacids, terpenoids is an higher content. Quinones, tannins and steroids were found positive in the 
leaf extracts.  
⮚  Antioxidant activity by the DPPH, Hydrogen peroxide radical scavenging assay shows that Kedrostis 
foetidissima(Jacq) cogn leaf extracts shows higher potential with DPPH and H2O2 assay. ⮚  In vitro Antidiabetic 
activity by inhibition of α amylase activity on aqueous extract of Kedrostis foetidissima(Jacq) cogn leaf. It was observed 
that the plant extract showed maximum activity against inhibition of α amylase activity.  
⮚  In vitro Anti-Inflammatory activity by albumin denaturation method showed that Kedrostis foetidissima(Jacq) cogn 
aqueous leaf extracts when compared against the standard Aspirin posess greater potential.  
⮚  In vitro Antiarthritic activity by protein denaturation method showed that Kedrostis foetidissima(Jacq) cogn aqueous 
leaf extracts when compared against the standard diclofenac posess greater potential.  
⮚  The current study has also made attempt to test the In vitro antibacterial activity by agar well diffusion method. In 
this method, the Staphylococcus aureus has high efficiency than E.coli in aqueous extract of Kedrostis foetidissima(Jacq) 
cogn.  
From the above findings it can be concluded that antioxidant, antidiabetic, anti-inflammatory, antiarthritic and 
antibacterial ativities it may be due to the presence of phytoconstituents in the plants.  
 
FUTURE RECOMMENDATIONS  
⮚  This study can be carried out in in vivo methods to find out antioxidant, antidiabetic, anti inflammatory, 
antiarthritic and antibacterial activity of Kedrostis foetidissima(Jacq) cogn. Leaf extract on animal model.  
⮚  As the plants for the current study possess greater antiarthritic activity, this might bring some advancements 
against several bone and joint related disorders like rheumatoid arthritis. 
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Table 1. Scientific Classification 
Tamil name Appakovai 

 Common name Monkey pepper 
English name Stinking kedrostis 
Classification Benthem & Hooker 

Kingdom Plantae 
Class Dicotyledons 

Subclass Polypetalae 
Series calyciflorae 
Order Passiflorales 
Family Cucurbitaceae 
Genus Kedrostis 
Species foetidissima 

 
Table 2: Phytochemical Screening of ethanol and aqueous extract of Kedrostis foetidissima  

TESTS ETHANOL AQUEOUS 
Alkaloids  (Hager’s Reagent) + ++ 
Carbohydrate (Benedicts test) ++ +++ 
Flavonoids (Lead acetate test) _ +++ 

Proteins& Aminoacids (Ninhydrin Test) ++ +++ 
Terpenoids (Salkowski Test) + +++ 
Phenol (Ferric Chloride Test) + _ 
Tannins (Ferric Chloride Test) +++ + 

Saponins (Froth Test) _ _ 
Quinones _ ++ 

Glycosides + _ 
Steroids - + 

 “+++” indicates Strongly Present, “++” indicates Moderately Present, “+” indicates Mildly  present, “-” 
indicates Negative  
 
Tabe 3: Antibacterial activity of aqueous extract 

Bacteria  Zone of inhibition (mm) 

Aqueous extract 

25(µg/ml)  50(µg/ml)  75(µg/ml)  100(µg/ml)  Standard 

Staphylococcus aureus  7mm  9mm  8mm  10mm  9mm 

E.coli  2mm  3mm  6mm  7mm  10mm 
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Figure 1. Kedrostis foetidissima (jacq) cogn. Figure 2: Staphylococcus aureus 

  
Figure 2 a: Staphylococcus aureus Figure 2 b: E.coli 

  
Figure 3: E.coli Fig.4.DPPH radical scavenging activity of Aqueous 

extract of Kedrostis 

  
Figure 5. Hydrogen Peroxide Scavenging Activity of 
aqueous extract of Kedrostis foetidissima  

Figure 6. Inhibition of α-amylase Activity of aqueous 
extract of Kedrostis foetidissima 
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Figure 7. Albumin Denaturation Assay of aqueous 

extract of Kedrostis foetidissima 
Figure 8. Protein Denaturation Assay of aqueous 

extract of Kedrostis foetidissima 
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In this paper, we prove that the lattice of convex sublattices of ܵ(ܤ௡ ×  ௠) is an Eulerian lattice under theܥ 
set inclusion relation which is neither simplicial nor dual simplicial, if ݊,݉ > 1. 
 
Keywords: Convex sublattice; SimplicialEulerian lattice; Dual simplicial. 
 
INTRODUCTION 
 
The study of lattice of convex sublattices of a lattice was started by K.M.Koh, in the year 1972. He had investigated 
the internal structure of a lattice ܮ, in relation to (ܮ)ܵܥ, like so many other authors for various algebraic structures 
such as groups, Boolean algebras, derived graphs and so on. 
 
A new Eulerian Lattice ܵ(ܮ) ≅ ଶതതതܤ)  × ഥܮ  ) ∨ (1,1) was formed from a given Eulerian Lattice ܮ by V.K.Santhi in her 
thesis in the year 1992. Subbarayan. R and Vethamanickam. A have proved that ܵܥ(ܤ௡), the lattice of convex 
sublattices of a Boolean Algebra ܤ௡of rank ݊, with respect to set inclusion relation, is a dual simplicialEulerian 
Lattice.  Subsequently, Sheeba MerlinG and VethamanickamA have proved in their paper that ܵܥ(ܵ(ܤ௡) is an 
Eulerian Lattice under the set inclusion relation which is neither simplicial nor dual simplicial.  
 
A natural question is what would happen if we attempt it for non-Boolean Eulerian lattice. Though for a general non-
Boolean Eulerian lattice it may seem to be difficult, we attempt it for the non-Boolean Eulerian lattice ܤ௡  ௠in thisܥ ×
paper. we prove here that ܵ(ܤ௡  .௠)is Eulerian which is neither simplicial nor dual simplicialܥ ×
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In this paper, we are going to look at the structure of ܤ)ܵ)ܵܥ௡ ′ ௠)). and prove it to be Eulerian underܥ × ⊆
′relation.ܵ(ܤଵ  .ସ)is shown in figureܥ ×

 
 
The Eulerian property of the lattice ࢔࡮)ࡿ)ࡿ࡯ ×  ((࢓࡯ 
Lemma 2.1. For ݊ ≥ 1, we have1 + ݉ + ൫௡ଵ൯ + 2 + ൫௡ଶ൯ + ൫௡ଵ൯݉+ 2ൣ݉ + ൫௡ଵ൯൧ + ൫௡ଷ൯+ ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + 1 + 2ൣ൫௡ଶ൯ + ൫௡ଵ൯݉ +

݉൧+ ൫௡ସ൯+ ൫௡ଷ൯݉ + ൫௡ଶ൯݉ + ൫௡ଵ൯ + 2[൫௡ଷ൯ + ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + ൫௡ଵ൯] + ⋯+ ൫௡௡൯ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯݉ + ൫ ௡
௡ିଷ൯+ 2ൣ൫ ௡

௡ିଵ൯ +

൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯݉ + ൫ ௡
௡ିସ൯൧ +݉ + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯+ 2ൣ2൫௡௡൯+ ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯൧+ ݉ + ൫ ௡
௡ିଵ൯ + 2ൣ݉ +

൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯൧ + 2[݉ + ൫ ௡
௡ିଵ൯] + 1 = 6. 2௡(݉ + 1). 

 
Theorem 2.2.ܤ)ܵ)ܵܥ௡ ௡ܤ)ܵ ௠)), the lattice of convex sublattices ofܥ ×  ௠) with respect to set inclusion is anܥ ×
Eulerian lattice. 
 
Proof. 
We first note that, the number of elements of ranks 0,1,2, . . .,and ݊ + 3 inܤ௡ ݉,௠are respectively, 1ܥ × + ൫௡ଵ൯, ൫௡ଶ൯ +
൫௡ଵ൯݉ + ݉, ൫௡ଷ൯ + ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + 1, ൫௡ସ൯+ ൫௡ଷ൯݉ + ൫௡ଶ൯݉ + ൫௡ଵ൯, … , ൫௡௡൯ + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯,݉ + ൫ ௡
௡ିଵ൯݉ +

൫ ௡
௡ିଶ൯,݉ + ൫ ௡

௡ିଵ൯,ܽ݊݀ 1.  
 The number of elements of ranks 0,1,2, . . .,and ݊+ 4 in ܵ(ܤ௡ ݉,௠)  are respectively,1ܥ × + ൫௡ଵ൯+ 2,൫௡ଶ൯ + ൫௡ଵ൯݉ +
2ൣ݉ + ൫௡ଵ൯൧, ൫

௡
ଷ൯+ ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + 1 + 2ൣ൫௡ଶ൯+ ൫௡ଵ൯݉ + ݉൧, ൫௡ସ൯+ ൫௡ଷ൯݉ + ൫௡ଶ൯݉ + ൫௡ଵ൯ + 2[൫௡ଷ൯+ ൫௡ଶ൯݉ + ൫௡ଵ൯݉ +

൫௡ଵ൯], … , ൫௡௡൯+ ൫ ௡
௡ିଵ൯݉+ ൫ ௡

௡ିଶ൯݉ + ൫ ௡
௡ିଷ൯+ 2ൣ൫ ௡

௡ିଵ൯+ ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯݉ + ൫ ௡
௡ିସ൯൧,݉ + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯+ 2ൣ2൫௡௡൯ +

൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯݉ + ൫ ௡
௡ିଷ൯൧,݉ + ൫ ௡

௡ିଵ൯+ 2ൣ݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯൧, 2[݉ + ൫ ௡
௡ିଵ൯], ܽ݊݀ 1 

 
It is clear that the rank of ܤ)ܵ)ܵܥ௡ ݊ ௠)) isܥ × + 5. We are going to prove that ܤ)ܵ)ܵܥ௡  .௠))  is Eulerianܥ ×
That is, to prove that the interval [߶, ௡ܤ)ܵ ௡ܤ)ܵ)ܵܥ ௠)] inܥ ×  ௠))  has the same number of elements of odd andܥ ×
even rank. 
 
 Let ܣ௜  be the number of elements of rank ݅in ܤ)ܵ)ܵܥ௡ ݅ , ((௠ܥ × = 1,2, . . . , ݊ + 4. 
 We note that when ݊ is even then ܤ)ܵ)ܵܥ]ݎ௡ × [((௠ܥ  = ݊ + 5 is odd and if ݊ is odd then ܤ)ܵ)ܵܥ]ݎ௡ [((௠ܥ × = ݊ + 5 
is even.Therefore, we prove that ܣଵ − ଶܣ + .−ଷܣ . . ௡ାଵܣ+ − ௡ାଶܣ + ௡ାଷܣ ௡ାସܣ− = 0, if ݊is even. 
ଵܣ − ଶܣ + .−ଷܣ . ௡ାଵܣ−. + ௡ାଶܣ ௡ାଷܣ− + ௡ାସܣ = 2, if ݊ is odd. 
Since the elements of rank 1 in ܤ)ܵ)ܵܥ௡ ௡ܤ)ܵ ௠))  are just the singleton subsets ofܥ × ଵܣ ௠), we haveܥ × = 1 +݉ +
൫௡ଵ൯+ 2 + ൫௡ଶ൯+ ൫௡ଵ൯݉+ 2ൣ݉+ ൫௡ଵ൯൧ + ൫௡ଷ൯ + ൫௡ଶ൯݉+ ൫௡ଵ൯݉ + 1 + 2ൣ൫௡ଶ൯ + ൫௡ଵ൯݉ +݉൧ + ൫௡ସ൯ + ൫௡ଷ൯݉ + ൫௡ଶ൯݉ + ൫௡ଵ൯ +

Aaswin and Vethamanickam 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73451 
 

   
 
 

2[൫௡ଷ൯+ ൫௡ଶ൯݉ + ൫௡ଵ൯݉+ ൫௡ଵ൯] + ⋯+ ൫௡௡൯ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯݉ + ൫ ௡
௡ିଷ൯ + 2ൣ൫ ௡

௡ିଵ൯+ ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯݉ + ൫ ௡
௡ିସ൯൧+݉ +

൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯+ 2ൣ2൫௡௡൯ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯݉ + ൫ ௡
௡ିଷ൯൧ +݉ + ൫ ௡

௡ିଵ൯+ 2ൣ݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯൧ + 2[݉ + ൫ ௡
௡ିଵ൯] + 1.                                

……….(2.1) 
To find ܣଶ: 
 
The elements of rank two in the interval [߶,ܵ(ܤ௡ ௡ܤ)ܵ ௠)] are the two element chains or edges inܥ ×  .(௠ܥ ×
We have to determine the total number of two element chains in ܵ(ܤ௡  ,(௠ܥ ×
 
We observe that, 
ଶܣ = The number of edges (containing 0 + containing an atom+ containing a rank 2 element+. . . + containing a rank 
݊+ 3 element at the bottom) in ܵ(ܤ௡ ×  (௠ܥ 
Since, there are ݉ + ൫௡ଵ൯+ 2 atoms in ܵ ௡ܤ) ௡ܤ)ܵ ௠), the number of edges containing 0 inܥ × ௠)is݉ܥ × + ൫௡ଵ൯ + 2. 
Next, we find the number of edges containing an atom at the bottom. 
Let ݔ be an atom of ܵ(ܤ௡ ௡ܤ)ܵ be in the left copy of ݔ ௠), letܥ × ,ݔ],(௠ܥ × 1] ≅ ௡ܤ  ௠ܥ ×
therefore, the number of edges with ݔ at the bottom is ݉ + ൫௡ଵ൯ There are ݉ + ൫௡ଵ൯ number of edges containing an 
atom at the bottom in the left copy of ܵ(ܤ௡ ௡ܤ)ܵ be in the right copy of ݔ ,௠). Similarlyܥ ×  ௠). The number ofܥ ×
edges is ݉ + ൫௡ଵ൯. Let ݔ be in the middle copy of ܵ(ܤ௡ ,ܽ) ௠), then it is of the form eitherܥ × 0) or (0,  where ܽ is an (݌
atom in ܤ௡ and ݌ is an atom in ܥ௠. Therefore, 
 
,ݔ]  1] ≅ ௡ିଵܤ)ܵ ,ܽ) is of the form ݔ ௠), ifܥ × 0) 
  ≅ ,is of theform (0 ݔif ,(௡ାଶܤ)ܵ  (݌
 
If [ݔ, 1] ≅ ௡ିଵܤ)ܵ ݉ at the bottom is ݔ ௠), then the number of edges withܥ × + ൫௡ିଵଵ ൯ + 2.  There are ൫௡ଵ൯such 
݉]s.Therefore, the total number of such edges is ൫௡ଵ൯'ݔ + ൫௡ିଵଵ ൯+ 2]. 
If [ݔ, 1] ≅ at the bottom is 2 ݔ then, the number of edges with ,(௡ାଶܤ)ܵ + ൫௡ାଶଵ ൯.There are ݉ such ݔ's. Therefore, the 
total number of edges is ݉[2 + ൫௡ାଶଵ ൯. Hence the total number of edges from an atom at the bottom is, 2[݉ + ൫௡ଵ൯] +
൫௡ଵ൯[݉ + ൫௡ିଵଵ ൯ + 2] +݉[2 + ൫௡ାଶଵ ൯] 
 
 Next, we find the number of edges containing a rank 2 element at the bottom in ܵ(ܤ௡  be in the left copy ݔ ௠).Letܥ ×
of ܵ(ܤ௡ ×  ,௠). Thereforeܥ 
 
,ݔ]  1] ≅ ௡ିଵܤ ݔ ௠, ifܥ × = (ܽ, 0),  ௡ܤ ݊݅ ݉݋ݐܽ ݊ܽ ݏ݅ ܽ
   ≅ ݔ௡ାଶ, ifܤ = ,(݌,0)  ௠ܥ ݊݅ ݉݋ݐܽ ݊ܽ ݏ݅ ݌
 
If [ݔ, 1] ≅ ௡ିଵܤ ݉ at the bottom is ݔ ௠, the number of edges with suchܥ × + ൫௡ିଵଵ ൯. There are ൫௡ଵ൯such ݔ's.Therefore the 
total number of edges with ݔ at the bottom is ൫௡ଵ൯[݉ + ൫௡ିଵଵ ൯] 
If [ݔ, 1]  ≅ is ൫௡ାଶଵݔ ௡ାଶ,the number of edges fromܤ ൯,  there are ݉ such ݔ's.Therefore, the total number of edges in the 
left copy is ൫௡ଵ൯[݉ + ൫௡ିଵଵ ൯] + ݉[൫௡ାଶଵ ൯]. Similarly, the number of edges in the right copy is ൫௡ଵ൯[݉ + ൫௡ିଵଵ ൯] +݉[൫௡ାଶଵ ൯].  
Let ݔ be in the middle copy of ܵ(ܤ௡  ௠), thenܥ ×
,ݔ] 1] ≅ ௡ିଶܤ)ܵ ,݀)=ݔ ௠), ifܥ × 0) 
  ≅ ݔif ,(௡ାଵܤ)ܵ = (ܽ, ,0) ݎ݋ (݌  (ݐ
 
where ݀ is a rank 2 element in ܤ௡, ݌ is a rank 1 element in ܥ௠ and ݐ is a rank 2 element in ܥ௠.  If [ݔ, 1] ≅ ௡ିଶܤ)ܵ ×
at the bottom is ൫௡ିଶଵ ݔ ௠), then the number of edges with suchܥ  ൯+݉ + 2. There are൫௡ଶ൯ such elements. Therefore, 
total number of edges is ൫௡ଶ൯ [൫௡ିଶଵ ൯ + ݉+ 2].If [ݔ, 1] ≅  at the bottom is ݔ the number of edges with such,(௡ାଵܤ)ܵ
൫௡ାଵଵ ൯+ 2. There are ݉ +݉൫௡ଵ൯such elements.Therefore, the total number of such edges is (݉ +݉൫௡ଵ൯)[൫௡ାଵଵ ൯+
2]. Therefore, the total number of edges in the middle copy is,൫௡ଶ൯ [൫௡ିଶଵ ൯+ ݉ + 2] + (݉ +݉൫௡ଵ൯)[൫௡ାଵଵ ൯ + 2]. 
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Hence, the total number of edges from a rank 2 element at the bottom is, 2{൫௡ଵ൯[݉ + ൫௡ିଵଵ ൯] + ݉[൫௡ାଶଵ ൯]}+൫௡ଶ൯ [൫௡ିଶଵ ൯+
݉ + 2] + (݉ + ݉൫௡ଵ൯)[൫௡ାଵଵ ൯ + 2]. 
Next, we find the number of edges containing a rank 3 element at the bottom in ܵ(ܤ௡ ×  be an element of ݔ ௠). Letܥ
rank 3 in ܵ(ܤ௡ × ܵ be in the left copy of ݔ ௠). Letܥ ௡ܤ) ×  ௠), thenܥ
,ݔ]               1] ≅ ௡ିଶܤ ݔ ௠, ifܥ × = (݀,  ௡ܤ ݊݅ ݐ݈݊݁݉݁݁ 2 ݇݊ܽݎ ܽ ݏ݅ ݀,(0
   ≅ ݔ௡ାଵ, ifܤ = (ܽ, ,0) ݎ݋ (݌  .(ݐ
 
If [ݔ, 1] ≅ ௡ିଶܤ ݉ at the bottom is ݔ ௠, the number of edges with such anܥ × + ൫௡ିଶଵ ൯. There are ൫௡ଶ൯ such 
݉]at the bottom is ൫௡ଶ൯ ݔ s.Therefore, the total number of edges with such an′ݔ + ൫௡ିଶଵ ൯] 
 If [ݔ, 1] ≅ is ൫௡ାଵଵݔ ௡ାଵ,  Then the number of edges fromܤ ൯,  there are ݉ + ݉൫௡ଵ൯ such ݏ′ݔ. The total number of edges in 
the left copy is ൫௡ଶ൯[݉ + ൫௡ିଶଵ ൯]+ {݉ + ݉൫௡ଵ൯}[൫

௡ାଵ
ଵ ൯]. Similarly, the number of edges in right copy is  ൫௡ଶ൯[݉ + ൫௡ିଶଵ ൯]+ 

{݉ +݉൫௡ଵ൯}[൫
௡ାଵ
ଵ ൯]. 

 
Let ݔbe in the middle copy of ܵ(ܤ௡ ×  ௠), thenܥ
,ݔ] 1] ≅ ௡ିଷܤ)ܵ ,ܾ)=ݔ ௠), ifܥ × 0),  ௡ܤ ݊݅ ݐ݈݊݁݉݁݁ 3 ݇݊ܽݎ ܽ ݏ݅ ܾ
  ≅ ݔif ,(௡ܤ)ܵ = ,ܽ) ݎ݋ (0,1)  (݌,݀) ݎ݋ (ݐ
where ܽ is an atom in ܤ௡, ݐ is a rank 2 element in ܥ௠, ݌ is a rank 1 element in ܥ௠and ݀ is a rank 2 element in ܤ௡.  
If[ݔ, 1] ≅ ௡ିଷܤ)ܵ × at the bottom is ൫௡ିଷଵ ݔ ௠), the number of edges with suchܥ  ൯+݉ + 2. There are ൫௡ଷ൯ such 
elements.Therefore, total number of edges is ൫௡ଷ൯[൫௡ିଷଵ ൯+ ݉ + 2]. 
If [ݔ , 1] ≅ +at the bottom is ൫௡ଵ൯ ݔ the number of edges with such,(௡ܤ)ܵ 2.  There are ݉൫௡ଶ൯ +݉൫௡ଵ൯ + 1 such 
elements.Therefore, total number of edges is  (݉൫௡ଶ൯ +݉൫௡ଵ൯ + 1൫௡ଵ൯+ 2].Therefore, the total number of edges in the middle 
copy is,൫௡ଷ൯[൫௡ିଷଵ ൯+݉ + 2] + (݉൫௡ଶ൯+ ݉൫௡ଵ൯+ 1൫௡ଵ൯ + 2]. 
Hence, the total number of edges from a rank 3 element at the bottom is, 2{൫௡ଶ൯[݉ + ൫௡ିଶଵ ൯] + {݉ +݉൫௡ଵ൯}[൫௡ାଵଵ ൯]} +
൫௡ଷ൯[൫௡ିଷଵ ൯ + ݉ + 2] + (݉൫௡ଶ൯ +݉൫௡ଵ൯+ 1൫௡ଵ൯+ 2]. 
Proceeding like this we get, the total number of edges from a rank (݊ + 3) element as the bottom is equal to the number of 
coatoms in ܵ(ܤ௡ × +݉]௠), that is2ܥ ൫ ௡

௡ିଵ൯] 
Therefore, the total number of edges in ܵ(ܤ௡ × ଶܣ,௠)isܥ = ݉ + ൫௡ଵ൯+ 2 + 2[݉ + ൫௡ଵ൯] + ൫௡ଵ൯[݉ + ൫௡ିଵଵ ൯+ 2] +݉[2 +
൫௡ାଶଵ ൯] + 2{൫௡ଵ൯[݉ + ൫௡ିଵଵ ൯] + ݉[൫௡ାଶଵ ൯]} + ൫௡ଶ൯[൫௡ିଶଵ ൯+ ݉ + 2] + (݉ + ݉൫௡ଵ൯)[൫௡ାଵଵ ൯+ 2] + 2{൫௡ଶ൯[݉ + ൫௡ିଶଵ ൯] + (݉ +
൫௡ଵ൯݉)[൫௡ାଵଵ ൯} + ൫௡ଷ൯[൫௡ିଷଵ ൯ + ݉ + 2] + (1 +݉൫௡ଵ൯ +݉൫௡ଶ൯)[൫௡ଵ൯+ 2]+. . . +2[݉+ ൫ ௡

௡ିଵ൯].    ………(2.2) 
 
To find ܣଷ: A rank three element in ܤ)ܵ)ܵܥ௡ × ௡ܤ)ܵ ଶofܤ ௠)) is a sublatticeܥ ×  .(௠ܥ
ଷܣ = Number of ܤଶ's in ܤ)ܵ)ܵܥ௡ × ௠)) [containing 0ܥ +containing an atom+containing a rank 2 element+. . . +containing a 
rank (݊ + 2) element]at the bottom 
A sublatticeܤଶconatining 0 at the bottom has a rank 2 element at the top.Therefore, the number of ܤଶ's with 0 at the bottom 
is൫௡ଶ൯ + ൫௡ଵ൯݉ +݉ + 2[݉ + ൫௡ଵ൯], since the number of rank 2 elements is ൫௡ଶ൯+ ൫௡ଵ൯݉ +݉ + 2[݉ + ൫௡ଵ൯]. A sublattice 
 .ଶcontaining an atom as the bottom element must have a rank 3 element as the top elementܤ
Let ݔ be an atom in the left copy.[ݔ, 1] ≅ ௡ܤ)ܵ ଶ's with 0 at the bottom is ൫௡ଶ൯ܤ ௠), the number ofܥ × + ൫௡ଵ൯݉ +݉.  Similarly, 
Let ݔ be an atom in the right copy, the number of ܤଶ's with 0 at the bottom is ൫௡ଶ൯+ ൫௡ଵ൯݉ + ݉. Let ݔ be an atom in the middle 
copy. As in the previous arguments there are two possibilities.Therefore, 
,ݔ] 1] ≅ ௡ିଵܤ)ܵ ,ܽ) is of the form ݔ ௠), ifܥ × 0) 
  ≅  (݌,0) is of theform ݔif ,(௡ାଶܤ)ܵ
Fix such an element ݔ.If[ݔ, 1] ≅ ௡ିଵܤ)ܵ at the bottom is ൫௡ିଵଶ ݔ ଶ's withܤ ௠), the number ofܥ × ൯ + ൫௡ିଵଵ ൯݉ +݉ + 2[݉ +
൫௡ିଵଵ ൯]. There are ൫௡ଵ൯such ݔ's. Total number of ܤଶ's containing such ݔ is ൫௡ଵ൯[൫௡ିଵଶ ൯+ ൫௡ିଵଵ ൯݉ +݉ + 2[݉ + ൫௡ିଵଵ ൯]]. 
 
If [ݔ, 1] ≅ ,(௡ାଶܤ)ܵ at the bottom is 2൫௡ାଶଵ ݔ ଶ's withܤ herefore, the number ofݐ ൯ + ൫௡ାଶଶ ൯. There are ݉ such ݔ's.Total number of 
at the bottom is ݉[2൫௡ାଶଵ ݔ ଶ's containing such anܤ ൯+ ൫௡ାଶଶ ൯]. Hence the total number of ܤଶ's containing an atom at the bottom 
is,2{൫௡ଶ൯+ ൫௡ଵ൯݉ + ݉} + ൫௡ଵ൯[൫௡ିଵଶ ൯+ ൫௡ିଵଵ ൯݉ +݉ + 2[݉ + ൫௡ିଵଵ ൯]] +݉[2൫௡ାଶଵ ൯+ ൫௡ାଶଶ ൯] 
Next, we find the number of ܤଶ's containing a rank 2 element at the bottom in ܵ(ܤ௡ ௡ܤ)ܵ be in the left copy of ݔ ௠).Letܥ × ×
 .௠),there are two possibilitiesܥ 
,ݔ]               1] ≅ ௡ିଵܤ ݔ ௠, ifܥ × = (ܽ,  ௡ܤ ݊݅ ݉݋ݐܽ ݊ܽ ݏ݅ ܽ,(0
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   ≅ ݔ௡ାଶ, ifܤ = (0, ,(݌  ௠ܥ ݊݅ ݉݋ݐܽ ݊ܽ ݏ݅ ݌
If [ݔ, 1] ≅ ௡ିଵܤ at the bottom is൫௡ିଵଶ ݔ ଶ's with suchܤ ௠, the number ofܥ × ൯ + ൫௡ିଵଵ ൯݉ +݉. There are ൫௡ଵ൯such ݔ's.Therefore 
the total number of edges with ݔ at the bottom is ൫௡ଵ൯{൫௡ିଵଶ ൯ + ൫௡ିଵଵ ൯݉ + ݉}  
If [ݔ, 1] ≅ is ൫௡ାଶଶ ݔ ଶ's containing a typicalܤ ௡ାଶ,  The number ofܤ ൯,  there are ݉ such ݔ's. The total number of ܤଶ's in the left 
copy is൫௡ଵ൯{൫௡ିଵଶ ൯ + ൫௡ିଵଵ ൯݉ +݉} + ݉[൫௡ାଶଶ ൯]. Similarly, the total number of ܤଶ's in the right copy is൫௡ଵ൯{൫௡ିଵଶ ൯ + ൫௡ିଵଵ ൯݉ +
݉} +݉[൫௡ାଶଶ ൯].  
Now, let ݔ be in the middle copy of ܵ(ܤ௡ ,ݔ],(௠ܥ × 1] ≅ ௡ିଶܤ)ܵ ,݀)=ݔ ௠), ifܥ × 0) 
 ≅ ݔif ,(௡ାଵܤ)ܵ = (ܽ, ,0) ݎ݋ (݌  (ݐ
 
where ݔ isofthe form(݀,  ௠.  Ifܥ is a rank 2 element in ݐ ௠ andܥ is a rank 1 element in ݌ ,௡ܤ where݀ is a rank 2 element in(݋
,ݔ] 1] ≅ ௡ିଶܤ)ܵ at the bottom is ൫௡ିଶଶ ݔ ଶ's with suchܤ ௠), the number ofܥ × ൯+ ൫௡ିଶଵ ൯݉+݉ + 2[݉+ ൫௡ିଶଵ ൯]. There are ൫௡ଶ൯ 
such elements.Therefore, total number of ܤଶ's is ൫௡ଶ൯൫

௡ିଶ
ଶ ൯+ ൫௡ିଶଵ ൯݉ + ݉ + 2[݉ + ൫௡ିଶଵ ൯]}. 

If [ݔ , 1] ≅ at the bottom is 2൫௡ାଵଵ ݔ ଶ's with suchܤ the number of,(௡ାଵܤ)ܵ ൯+ ൫௡ାଵଶ ൯. There are ݉ + ݉൫௡ଵ൯such 
elements.Therefore, total number of ܤଶ's is (݉ +݉൫௡ଵ൯)[2൫௡ାଵଵ ൯+ ൫௡ାଵଶ ൯]. Then, the total number of ܤଶ's in the middle copy 
is,൫௡ଶ൯{൫௡ିଶଶ ൯ + ൫௡ିଶଵ ൯݉ +݉ + 2[݉ + ൫௡ିଶଵ ൯]} + (݉ + ݉൫௡ଵ൯)[2൫௡ାଵଵ ൯+ ൫௡ାଵଶ ൯]. 
Hence, the total number of ܤଶ's from a rank 2 element at the bottom is, 2{൫௡ଵ൯{൫௡ିଵଶ ൯+ ൫௡ିଵଵ ൯݉ + ݉} + ൫௡ଶ൯{൫௡ିଶଶ ൯ + ൫௡ିଶଵ ൯݉ +
݉ + 2[݉ + ൫௡ିଶଵ ൯} + (݉ +݉൫௡ଵ൯)[2൫௡ାଵଵ ൯+ ൫௡ାଵଶ ൯]. 
In the same manner we get the total number of ܤଶ'sfrom a rank 3 element at the bottom is2൫௡ଶ൯ൣ൫

௡ିଶ
ଶ ൯+ ൫௡ିଶଵ ൯݉ +݉൧+

ቀ݉ +݉൫௡ଵ൯ቁ ൣ൫
௡ାଵ
ଶ ൯൧ + ൫௡ଷ൯൫

௡ିଷ
ଶ ൯+ ൫௡ିଷଵ ൯݉ + ݉ + 2ൣ݉ + ൫௡ିଷଵ ൯൧ + ൫݉൫௡ଶ൯+ ݉൫௡ଵ൯+ 1൯ൣ2൫௡ଵ൯+ ൫௡ଶ൯൧. 

Proceeding like this we get, the total number of ܤଶ'sfrom a rank (݊ + 2) element as the bottom in ܵ(ܤ௡ × ௠)is݉ܥ  + ൫ ௡
௡ିଵ൯+

2[݉ + ൫ ௡
௡ିଵ൯݉+ ൫ ௡

௡ିଶ൯]. 
Therefore, from the total number of ܤଶ's in ܵ(ܤ௡ ଷܣ,௠) isܥ × = ൫௡ଶ൯+ ൫௡ଵ൯݉ +݉ + 2[݉ + ൫௡ଵ൯] + 2{൫௡ଶ൯ + ൫௡ଵ൯݉ +݉} +
൫௡ଵ൯[൫௡ିଵଶ ൯ + ൫௡ିଵଵ ൯݉ + ݉ + 2[݉ + ൫௡ିଵଵ ൯]] +݉[2൫௡ାଶଵ ൯ + ൫௡ାଶଶ ൯] + 2{൫௡ଵ൯{൫௡ିଵଶ ൯+ ൫௡ିଵଵ ൯݉ +݉൫௡ାଶଶ ൯} + ൫௡ଶ൯{൫௡ିଶଶ ൯ +
൫௡ିଶଵ ൯݉ +݉ + 2[݉ + ൫௡ିଶଵ ൯]} + (݉ +݉൫௡ଵ൯)[2൫௡ାଵଵ ൯+ ൫௡ାଵଶ ൯] + 2{൫௡ଶ൯[൫௡ିଶଶ ൯+ ൫௡ିଶଵ ൯݉ +݉] + (݉ +݉൫௡ଵ൯)[൫௡ାଵଶ ൯]} +
൫௡ଷ൯{൫௡ିଷଶ ൯ + ൫௡ିଷଵ ൯݉ +݉ + 2[݉ + ൫௡ିଷଵ ൯]} + (݉൫௡ଶ൯ +݉൫௡ଵ൯+ 1)[2൫௡ଵ൯ + ൫௡ଶ൯]+. . . + ݉൫ ௡

௡ିଵ൯ + 2[݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯].          
………….(2.3) 
 
 
To find ܣସ: The number of rank three convex sublattices of ܵ(ܤ௡ ×  (௠ܥ 
௡ܤ)ܵ)ܵܥ ସ= Number of rank 3 convex sublattices inܣ ௠))[containing 0ܥ × +containing an atom+containing a rank 
2 element+⋯+containing a rank (݊+ 1) element]at the bottom 
By the previous way of proof, we get the total number of rank 3 convex sublattices  in ܵ(ܤ௡ ସܣ,௠)isܥ × = ൫௡ଷ൯ + ൫௡ଶ൯݉ +
൫௡ଵ൯݉ + 1 + 2[൫௡ଶ൯+ ൫௡ଵ൯݉ + ݉] + 2[൫௡ଷ൯ + ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + 1] + ൫௡ଵ൯[൫௡ିଵଷ ൯+ ൫௡ିଵଶ ൯݉ + ൫௡ିଵଵ ൯݉ + 1 + 2[൫௡ିଵଶ ൯+ ൫௡ିଵଵ ൯݉ +
݉]] +݉[2൫௡ାଶଶ ൯ + ൫௡ାଶଷ ൯] + 2{൫௡ଵ൯{൫௡ିଵଷ ൯ + ൫௡ିଵଶ ൯݉ + ൫௡ିଵଵ ൯݉ + 1} + ݉[൫௡ାଶଷ ൯]} + ൫௡ଶ൯}{൫௡ିଶଷ ൯+ ൫௡ିଶଶ ൯݉ + ൫௡ିଶଵ ൯݉ + 1 +
2[൫௡ିଶଶ ൯+ ൫௡ିଶଵ ൯݉ + ݉]} + (݉ +݉൫௡ଵ൯)[2൫௡ାଵଶ ൯ + ൫௡ାଵଷ ൯] + 2{൫௡ଶ൯[൫௡ିଶଷ ൯+ ൫௡ିଶଶ ൯݉ + ൫௡ିଶଵ ൯݉ + 1] + (݉ +݉൫௡ଵ൯)[൫௡ାଵଷ ൯]} +
൫௡ଷ൯{൫௡ିଷଷ ൯} + ൫௡ିଷଶ ൯݉ + ൫௡ିଷଵ ൯݉ + 1 + 2[൫௡ିଷଶ ൯+ ൫௡ିଷଵ ൯݉ +݉]} + (݉൫௡ଶ൯+ ݉൫௡ଵ൯ + 1)[2൫௡ଶ൯ + ൫௡ଷ൯] + ⋯+݉ + ൫ ௡

௡ିଵ൯݉ +
൫ ௡
௡ିଶ൯+ 2[1 + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯].                       ………….(2.4) 
Proceeding like this,  
To find ܣ௡ାଵ: The number of rank n convex sublattices of ܵ(ܤ௡  .(௠ܥ ×
௡ାଵܣ = Number of rank ݊ convex sublattices in ܤ)ܵ)ܵܥ௡ ௠))[containing 0ܥ × +containing an atom+containing a rank 2 
element+⋯+containing a rank 4 element]at the bottom 
By the previous way of proof, we get the total number of rank ݊ convex sublattices in ܵ(ܤ௡  ,௠) isܥ ×
௡ାଵܣ   = 1 + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯+ 2[൫ ௡
௡ିଵ൯ + ൫ ௡

௡ିଶ൯݉ + ൫ ௡
௡ିଷ൯݉ + ൫ ௡

௡ିସ൯] + 2[1 + ൫ ௡
௡ିଵ൯݉ +

൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯] + ൫௡ଵ൯[݉ + ൫௡ିଵ௡ିଶ൯݉ + ൫௡ିଵ௡ିଷ൯ + 2[1 + ൫௡ିଵ௡ିଶ൯݉ + ൫௡ିଵ௡ିଷ൯݉ + ൫௡ିଵ௡ିସ൯]] +݉[2൫௡ାଶ௡ିଵ൯ + 2{൫௡ଵ൯{݉ + ൫௡ିଵ௡ିଶ൯݉+
൫௡ିଵ௡ିଷ൯} +݉[൫௡ାଶ௡ ൯]} + ൫௡ଶ൯{݉ + ൫௡ିଶ௡ିଷ൯+ 2[݉ + ൫௡ିଶ௡ିଷ൯݉ + ൫௡ିଶ௡ିସ൯]} + (݉ +݉൫௡ଵ൯)[2൫௡ାଵ௡ିଵ൯] + 2{൫௡ଶ൯[݉ + ൫௡ିଶ௡ିଷ൯] + (݉ +
݉൫௡ଵ൯)[൫௡ାଵ௡ ൯]} + ൫௡ଷ൯{1 + 2[݉ + ൫௡ିଷ௡ିସ൯]} + (݉൫௡ଶ൯+ ݉൫௡ଵ൯+ 1)[2൫ ௡

௡ିଵ൯] + ൫௡ସ൯ + ൫௡ଷ൯݉ + ൫௡ଶ൯݉ + ൫௡ଵ൯+ 2[൫௡ଷ൯+ ൫௡ଶ൯݉ +
൫௡ଵ൯݉ + 1 .           ……….(2.5) 
To find ܣ௡ାଶ= The number of rank ݊ + 1 convex sublattices of ܵ(ܤ௡  .(௠ܥ ×
௡ାଶܣ = Number of rank ݊ + 1 convex sublattices in ܤ)ܵ)ܵܥ௡ ௠))[containing 0ܥ × +containing an atom+containing a rank 
2 element+containing a rank 3 element]at the bottom 
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The total number of rank ݊ + 1 convex sublattices  in ܵ(ܤ௡ ௡ାଶܣ,௠)isܥ × = ݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯݉ + 2[1 + ൫ ௡
௡ିଵ൯݉ +

൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯] + 2[݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯] + ൫௡ଵ൯[݉ +݉ + ൫௡ିଵ௡ିଶ൯+ 2[݉ + ൫௡ିଵ௡ିଶ൯݉ + ൫௡ିଵ௡ିଷ൯] +݉[2൫௡ାଶ௡ାଵ൯+ ൫௡ାଶ௡ିଵ൯] +
2{൫௡ଵ൯{݉ + ൫௡ିଵ௡ିଶ൯} + ݉[൫௡ାଶ௡ାଵ൯]} + ൫௡ଶ൯{݉ + 1 + 2[݉ + ൫௡ିଶ௡ିଷ൯]} + (݉ +݉൫௡ଵ൯)[2൫௡ାଵ௡ ൯] + ൫௡ଷ൯+ ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + 1 + 2[൫௡ଶ൯+
൫௡ଵ൯݉ + ݉].                     ………..(2.6) 
The total number of rank ݊ + 2 convex sublattices in ܵ(ܤ௡ × ௡ାଷܣ,௠)isܥ  = ݉ + ൫ ௡

௡ିଵ൯ + 2[݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯] + 2[݉ +
൫ ௡
௡ିଵ൯] + ൫௡ଵ൯[݉ + 1 + 2[݉ + ݉ + ൫௡ିଵ௡ିଶ൯] +݉[2൫௡ାଵ௡ାଶ൯] + ൫௡ଶ൯+ ൫௡ଵ൯݉ +݉ + 2[݉ + ൫௡ଵ൯]       …………(2.7) 

And,the total number of rank ݊+ 3 convex sublattices in ܵ(ܤ௡ ௡ାଷܣ,௠)isܥ × = 2[݉ + ൫ ௡
௡ିଵ൯] +݉ + ൫௡ଵ൯+ 2  

Case (i) When ݊ is odd, ݊ + 5  is even, that is, rank of ܤ)ܵ)ܵܥ௡  .௠)) is evenܥ ×
ଵܣ  − ଶܣ + ଷܣ −⋯− ௡ାଵܣ + ௡ାଶܣ − ௡ାଷܣ + ௡ାସܣ = 1 +݉ + ൫௡ଵ൯+ 2 + ൫௡ଶ൯ + ൫௡ଵ൯݉ + 2ൣ݉ + ൫௡ଵ൯൧ + ൫௡ଷ൯ +
൫௡ଶ൯݉ + ൫௡ଵ൯݉ + 1 + 2ൣ൫௡ଶ൯ + ൫௡ଵ൯݉ +݉൧ + ൫௡ସ൯+ ൫௡ଷ൯݉ + ൫௡ଶ൯݉ + ൫௡ଵ൯ + 2ൣ൫௡ଷ൯ + ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + ൫௡ଵ൯൧+ ⋯+ ൫௡௡൯ +
൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯݉ + ൫ ௡
௡ିଷ൯ + 2ൣ൫ ௡

௡ିଵ൯+ ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯݉ + ൫ ௡
௡ିସ൯൧+݉ + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯+ 2ൣ2൫௡௡൯+ ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯݉ +

൫ ௡
௡ିଷ൯൧ +݉ + ൫ ௡

௡ିଵ൯+ 2ൣ݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯൧+ 2ൣ݉ + ൫ ௡
௡ିଵ൯൧+ 1−݉ + ൫௡ଵ൯ + 2 + 2ൣ݉ + ൫௡ଵ൯൧ + ൫௡ଵ൯ൣ݉ + ൫௡ିଵଵ ൯ + 2൧ +

݉ൣ2 + ൫௡ାଶଵ ൯൧ + 2൛൫௡ଵ൯ൣ݉ + ൫௡ିଵଵ ൯൧ +݉ൣ൫௡ାଶଵ ൯൧ൟ + ൫௡ଶ൯ൣ൫
௡ିଶ
ଵ ൯+ ݉ + 2൧ + ቀ݉ +݉൫௡ଵ൯ቁ ൣ൫

௡ାଵ
ଵ ൯+ 2൧ + 2 ቄ൫௡ଶ൯ൣ݉ + ൫௡ିଶଵ ൯൧ +

൫݉ + ൫௡ଵ൯݉൯ൣ൫
௡ାଵ
ଵ ൯ൟ+ ൫௡ଷ൯ൣ൫

௡ିଷ
ଵ ൯+ ݉ + 2൧ + ቀ1 +݉൫௡ଵ൯+ ݉൫௡ଶ൯ቁ ൣ൫

௡
ଵ൯ + 2൧+. . . +2ൣ݉+ ൫ ௡

௡ିଵ൯൧ + ൫௡ଶ൯+ ൫௡ଵ൯݉ +݉ +

2ൣ݉ + ൫௡ଵ൯൧+ 2൛൫௡ଶ൯+ ൫௡ଵ൯݉ +݉ൟ+ ൫௡ଵ൯ ቂ൫
௡ିଵ
ଶ ൯+ ൫௡ିଵଵ ൯݉ + ݉ + 2ൣ݉ + ൫௡ିଵଵ ൯൧ቃ+݉ൣ2൫௡ାଶଵ ൯ + ൫௡ାଶଶ ൯൧ + 2 ቄ൫௡ଵ൯൛൫

௡ିଵ
ଶ ൯ +

൫௡ିଵଵ ൯݉ +݉൫௡ାଶଶ ൯ൟ + ൫௡ଶ൯൛൫
௡ିଶ
ଶ ൯+ ൫௡ିଶଵ ൯݉ +݉ + 2ൣ݉ + ൫௡ିଶଵ ൯൧ൟ + ቀ݉ + ݉൫௡ଵ൯ቁ ൣ2൫

௡ାଵ
ଵ ൯ + ൫௡ାଵଶ ൯൧ + 2 ቄ൫௡ଶ൯ൣ൫

௡ିଶ
ଶ ൯ +

൫௡ିଶଵ ൯݉ +݉൧+ ቀ݉ +݉൫௡ଵ൯ቁ ൣ൫
௡ାଵ
ଶ ൯൧ቅ + ൫௡ଷ൯൛൫

௡ିଷ
ଶ ൯ + ൫௡ିଷଵ ൯݉ +݉ + 2ൣ݉ + ൫௡ିଷଵ ൯൧ൟ + ൫݉൫௡ଶ൯+ ݉൫௡ଵ൯+ 1൯ൣ2൫௡ଵ൯+

൫௡ଶ൯൧+. . . + ݉൫ ௡
௡ିଵ൯+ 2ൣ݉ + ൫ ௡

௡ିଵ൯݉+ ൫ ௡
௡ିଶ൯൧ − ൫௡ଷ൯+ ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + 1 + 2ൣ൫௡ଶ൯ + ൫௡ଵ൯݉ +݉൧ + 2ൣ൫௡ଷ൯+ ൫௡ଶ൯݉ + ൫௡ଵ൯݉+

1൧ + ൫௡ଵ൯ ቂ൫
௡ିଵ
ଷ ൯+ ൫௡ିଵଶ ൯݉ + ൫௡ିଵଵ ൯݉ + 1 + 2ൣ൫௡ିଵଶ ൯+ ൫௡ିଵଵ ൯݉ +݉൧ቃ+݉ൣ2൫௡ାଶଶ ൯ + ൫௡ାଶଷ ൯൧ + 2൛൫௡ଵ൯൛൫

௡ିଵ
ଷ ൯+ ൫௡ିଵଶ ൯݉ +

൫௡ିଵଵ ൯݉ + 1ൟ+ ݉ൣ൫௡ାଶଷ ൯൧ൟ + ൫௡ଶ൯ቅ ൛൫
௡ିଶ
ଷ ൯+ ൫௡ିଶଶ ൯݉ + ൫௡ିଶଵ ൯݉ + 1 + 2ൣ൫௡ିଶଶ ൯ + ൫௡ିଶଵ ൯݉ +݉൧ൟ+ ቀ݉ +݉൫௡ଵ൯ቁ ൣ2൫

௡ାଵ
ଶ ൯ +

൫௡ାଵଷ ൯൧ + 2 ቄ൫௡ଶ൯ൣ൫
௡ିଶ
ଷ ൯ + ൫௡ିଶଶ ൯݉ + ൫௡ିଶଵ ൯݉ + 1൧ + ቀ݉ + ݉൫௡ଵ൯ቁ ൣ൫

௡ାଵ
ଷ ൯൧ቅ+ ൫௡ଷ൯൛൫

௡ିଷ
ଷ ൯ൟ + ൫௡ିଷଶ ൯݉ + ൫௡ିଷଵ ൯݉ + 1 +

2ൣ൫௡ିଷଶ ൯ + ൫௡ିଷଵ ൯݉ + ݉൧ቅ+ ൫݉൫௡ଶ൯+݉൫௡ଵ൯ + 1൯ൣ2൫௡ଶ൯+ ൫௡ଷ൯൧+ ⋯+݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯+ 2ൣ1 + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯݉ +
൫ ௡
௡ିଷ൯൧ +⋯− 1 + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯ + 2[൫ ௡
௡ିଵ൯+ ൫ ௡

௡ିଶ൯݉ + ൫ ௡
௡ିଷ൯݉ + ൫ ௡

௡ିସ൯] + 2[1 + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯݉ +
൫ ௡
௡ିଷ൯] + ൫௡ଵ൯[݉ + ൫௡ିଵ௡ିଶ൯݉ + ൫௡ିଵ௡ିଷ൯+ 2[1 + ൫௡ିଵ௡ିଶ൯݉ + ൫௡ିଵ௡ିଷ൯݉ + ൫௡ିଵ௡ିସ൯]] +݉[2൫௡ାଶ௡ିଵ൯+ 2{൫௡ଵ൯{݉ + ൫௡ିଵ௡ିଶ൯݉ + ൫௡ିଵ௡ିଷ൯} +
݉[൫௡ାଶ௡ ൯]} + ൫௡ଶ൯{݉ + ൫௡ିଶ௡ିଷ൯+ 2[݉ + ൫௡ିଶ௡ିଷ൯݉ + ൫௡ିଶ௡ିସ൯]} + (݉ + ݉൫௡ଵ൯)[2൫௡ାଵ௡ିଵ൯] + 2{൫௡ଶ൯[݉ + ൫௡ିଶ௡ିଷ൯] + (݉ +
݉൫௡ଵ൯)[൫௡ାଵ௡ ൯]} + ൫௡ଷ൯{1 + 2[݉ + ൫௡ିଷ௡ିସ൯]} + (݉൫௡ଶ൯+ ݉൫௡ଵ൯+ 1)[2൫ ௡

௡ିଵ൯] + ൫௡ସ൯ + ൫௡ଷ൯݉ + ൫௡ଶ൯݉ + ൫௡ଵ൯+ 2[൫௡ଷ൯+ ൫௡ଶ൯݉ +
൫௡ଵ൯݉ + 1 +݉ + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯݉ + 2[1 + ൫ ௡

௡ିଵ൯݉ + ൫ ௡
௡ିଶ൯݉ + ൫ ௡

௡ିଷ൯] + 2[݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯] + ൫௡ଵ൯[݉ + ݉ + ൫௡ିଵ௡ିଶ൯ +
2ൣ݉ + ൫௡ିଵ௡ିଶ൯݉+ ൫௡ିଵ௡ିଷ൯൧ +݉ൣ2൫௡ାଶ௡ାଵ൯ + ൫௡ାଶ௡ିଵ൯൧ + 2൛൫௡ଵ൯൛݉ + ൫௡ିଵ௡ିଶ൯ൟ+ ݉ൣ൫௡ାଶ௡ାଵ൯൧ൟ+ ൫௡ଶ൯൛݉ + 1 + 2ൣ݉ + ൫௡ିଶ௡ିଷ൯൧ൟ+
ቀ݉ +݉൫௡ଵ൯ቁ ൣ2൫

௡ାଵ
௡ ൯൧ + ൫௡ଷ൯+ ൫௡ଶ൯݉ + ൫௡ଵ൯݉ + 1 + 2ൣ൫௡ଶ൯ + ൫௡ଵ൯݉ + ݉൧ −݉ + ൫ ௡

௡ିଵ൯+ 2[݉ + ൫ ௡
௡ିଵ൯݉ + ൫ ௡

௡ିଶ൯] + 2[݉ +
൫ ௡
௡ିଵ൯] + ൫௡ଵ൯[݉ + 1 + 2ൣ݉ +݉ + ൫௡ିଵ௡ିଶ൯൧+ ݉ൣ2൫௡ାଵ௡ାଶ൯൧ + ൫௡ଶ൯+ ൫௡ଵ൯݉ +݉ + 2ൣ݉ + ൫௡ଵ൯൧ + 2[݉ + ൫ ௡

௡ିଵ൯] +݉ + ൫௡ଵ൯+ 2 =
0.  
 
Case (ii) When ݊ is even, ݊ + 5 is odd, that is, rank of ܵܥ൫ܵ(ܤ௡  .௠)൯is oddܥ ×

ଵܣ ଶܣ− + ଷܣ −⋯+ ௡ାଵܣ ௡ାଶܣ− + ௡ାଷܣ − ௡ାସܣ = 2. 
Hence the interval [߶, ௡ܤ)ܵ  .௠)] has the same number of elements of odd and even rankܥ ×
Though in the above theorem we have proved that ܤ)ܵ)ܵܥ௡  ௠))is Eulerian, it is neither simplicial nor dualܥ ×
simplicial. 
௡ܤ)ܵ)ܵܥ ,௠))is not dual simplicial since, the upper interval [{1}ܥ × ௡ܤ)ܵ × ௡ܤ)ܵ)ܵܥ ௠)]inܥ  ݉ ௠))containsܥ × + ൫ ௡

௡ିଵ൯ 
number of atoms which is greater than ݊ + 5, the rank of [{1},ܵ(ܤ௡ ,௠)],implying that [{1}ܥ × ௡ܤ)ܵ ×  ௠)]is notܥ 
Boolean. 
௡ܤ)ܵ)ܵܥ ,߶] ௠)) is not simplicial since, the lower intervalܥ × [݈ଵ, 1]] where ݈ଵ is the left extreme atom of ܵ(ܤ௡ ×  (௠ܥ 
contains 6.2௡(݉ + 1)number of atoms by Lemma 2.1, which cannot be equal to ݊ + 5, the rank of [߶, [݈ଵ, 1]], implying 
that [߶, [݈ଵ, 1]] is not Boolean. 
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CONCLUSION 
 
In this paper, we have proved that ܤ)ܵ]ܵܥ௡ ×  ௠)] is an Eulerian lattice under the set inclusionrelation which isܥ 
neither simplicial nor dual simplicial, if ݊ >  1 . 
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The widespread transmission of Avian Influenzais seriously threatening both humans and avian 
populations. As a response, A comprehensive model is constructed which clarifies the dynamics of the 
virus’s transmission while taking into account interactions between avian and human hosts. The model 
incorporates population dynamics for both species and includes the aspects of transmission from bird to 
bird, bird to human and human to human. As a precautionary step the model insists vaccinating poultry 
and practising human safety protocols. By rigorous analysis the stability, boundedness, and the 
equilibrium points of the model is determined. Additionally, we obtain the expression for the 
reproduction number 0( )R , a pivotal metric for understanding the spread of disease. The stability of the 
model is analysed through adequate theorems, supplemented by numerical simulations. The article 
findings highlights the critical importance of preventive measures in mitigating the spread of Avian 
Influenza. Also, the article emphasizes the urgency of implementing preventive strategies to curb the 
potential for a widespread pandemic. In conclusion, the proposed model serves as a useful tool for 
pandemic control, highlighting the need for quick decisions and coordinated actions to combat against 
Avian Influenza. 

Keywords: Mathematical Modeling, Avian Influenza, Jacobian Matrix, Stability Analysis, Sensitivity 
Index. 
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INTRODUCTION 
 
The spread of avian influenza must be taken serious as it might develop into a pandemic. It is importantto test case 
for pandemic preparedness. Also, to explore the use of epidemiological hazard models and sequence-based early 
viral warning systems to detect and mitigate potential pandemic threats[1]. Further understanding the variation in 
avian influenza among poultry species and virus subtypes is necessary as there is possible mutations happens in the 
evolvement of virus [2,3]. It is observed and studied that there is a trace of avian virus strain in the brain of multiple 
wild species [4], there is more possibility that the domesticated species might be exposed to these wild infected 
species. So, vaccinating the poultry species might help to control the spread of avian flu. In order to do so, it is 
necessary that there must be study on vaccination evolvement [5]. Further, the knowledge of mathematical models is 
in modeling avian influenza is required. The use of compartmental models helps to understand the dynamics of 
virus spread [6] and use of optimal control strategy [7] enriches the concept of controlling the virus spread. The article 
focuses on the poultry population and hence the study of how mathematical modeling on poultry farm species [8-10] 
prevents in development of virus spread. These studies collectively contribute to the understanding of avian 
influenza dynamics from which the proposed article is furnished providing valuable insights for pandemic 
preparedness and control strategies. 
 
1. Materials and Methods 
2.1 Mathematical Model Formulation: 
The aim of the article is to focus on control measures to reduce the spread of avian influenza. So, a comprehensive 
model is developed considering both the population of avian and human. The proposed model incorporates the idea 
of vaccinating the poultry and also human to follow control measures. The model is comprised of SIR-SEIR 
compartments as given as follows. 
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 (1) 

Provided the total avian population is given by ( ) ( ) ( )( )b b b bN t I t Rt S t   and the total human population is 
given by ( ) ( ) ( ) ( ) ( )h h h h hN t S t E t I t R t    . 
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The notations ( ), ( ) and ( )b b bS t I t R t denotes the susceptible, infected and recovered avian correspondingly, 
whereas ( ), ( ), ( ) and ( )h h h hS t E t I t R t  denotes the susceptible, exposed, infected and recovered human 
respectively. Here , h b   are the recruitment rate and 2 1,    are the mortality rate of human and avian 
respectively. The rate at which the transmission occurs among avian, avian to human and among human is given by

b , bh and h respectively. The latency period of the model is denoted as . The individual recover without 
infection depending on their immune power is denoted as 1 . The infected individual who shows symptoms fall in 
the infected compartment. Those infected individual might get recover and its rate is given by 2 or they may die 
due to disease and is denoted as 1 2 and k k respectively. Now, the parameter 1m gives the vaccination rate of the 
avian, which is one among our preventive strategy. Similarly, for the human there is no proper available vaccination, 
so the safety measure has to be followed by the human. Safety measures like avoiding avian contact. If suppose the 
human is in the situation of being in contact with avian they must use the PPE (Personal Protective Equipment) kit 
which includes face mask. Later, they must sanitize themselves. Thus, the rate at which human practice control 
measures is given by 2m . These individuals are considered to move to the recovered compartment directly. 
 
Mathematical Analysis: 
The analysis of the proposed begins with some prerequisite lemmas. 
Lemma 1. The solution set of the model (1) along with the initial conditions will be non-negative for all time 0.t   
Proof. 
From model (1), considering the first equation of avian population, we have 
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Integrating on both sides and simplifying, we get 
1( )( ) (0). b bI t

b t S eS    

Ast, we get 
( ) 0bS t   

Similarly, it can be proved that ( ) 0, ( ) 0b bI t R t  and ( ) 0,  ( ) 0,  ( ) 0 and ( ) 0h h h ht E t IS Rt t    . 
Lemma 2. Prove that the biological feasible region for the proposed model (1) is 
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invariantly positive and is attracted in . 
Proof. 
We have ( ) ( ) ( ) ( )b b b bN S I Rt t t t   which implies 

1

(

( )

( ) ( ) ( ) )b b b b

b

t t tdN dS dI dR
dt dt dt dt

N t

t







 


 

As 
1

li s ( )m up  b
bt

N t



  

Similarly, it is possible to prove
2

li s ( )m up  h
ht

N t



 . 
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Hence, solution set is bounded within the region . 
 
Determination of Existence of Equilibrium Points: 
In this section, we determine the existence of disease-free equilibrium (DFE) and endemic equilibrium (EE) for both 

the population. For model (1), the disease-free equilibrium for the avian population is denoted as 
0
b�and is obtained 

as  0 0 0 0 1

1

(1 ), , ,0,0b
b b b b

mS I R


 
   






� . Also, the endemic equilibrium of the avian population is denoted and 

obtained as  * * * * 1 1 1 1 1

1 1 1

1, , , ,1( ) ( )
( )

b b b
b b b b

b b

mS I
k

R m k  
   

  


  



  

 
� . 

Similarly, the disease-free equilibrium  0
h  and the endemic equilibrium  *

h  of the human population is obtained 

as given below. 

 0 0 0 0 0 2

2

(1 ), , , ,0,0,0h h h h h
hmS E I R


 

   





  and  * * * * *, , ,h h h h hS E I R , 

where 

* 2 1 2

1 2

( )
( )h

h

S
C

C
C

  


 



, 

* *
3h hCE I , 

*
* 2 1 2

1 2 2 2 2 3( )( )
( )bh b

h
h C

C II
C k C
   

   
 


   

 and * *2 1 3 2

2 2

( )h
h h

mR C I 
 


 

  

Whereas, 
* *

1 1 2 2 2( ) ( ( )1 )bh b h b bC hImI              , *
2 2 2 2 2 2( ) (1 ) ( )h bh bC k m I           

 and  2
3

1
C C

C
  

Thus, the equilibria exists for the proposed model and it is determined. 
 
Determination of Basic Reproduction Number: 

The basic reproduction number  0R is the expected number of individuals directly infected by one infected 
individual in a population considering all the individuals are susceptible to the infection. The expression of the 
reproduction number of the proposed model can be obtained by determining the Jacobian matrix of the infective 
classes namely , ,b h hI E I .  

1 1

1 2

2 2 2

( ) 0 0
( ) 0 (, )

(
,

)

b b

b h h h h h h

bh h

S
J

k
E I S S

S k
I

 
    

   

 
   
 
   


   

Thus, 

1 1

1

2 2 2

0 0 ( ) 0 0
0  and 0 ( ) 0

0 0 0 ( )

b b

h h h h

bh h

F
S k

S S
S k

V
 

    
   

   
        

    


 

 
 

Now, 
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1 1

1

1 2 2 2 2 2 2

1 1

0 0
( )

0 1
( ) ( ) ( )

0 0
( )

b b

h h h h

bh h

S
k

S
k

F
k

S

S
k

V




 
      






 
 
 
   
   
  
  
 



   



 

 

 

The spectral radius of the above matrix yields the basic reproduction number 0( )R . Thus the expression of 0R is 

obtained as  1
1 2max{ },,FV R R    

where 1 2
1 2 2 2 2 1 1

1  and 
( ) ( ) ( )

h h b bSSR R
k k

 
     

 
        

. 

Local Stability Analysis of the Equilibrium points: 

Theorem 3. The disease-free equilibrium 0 1 2

1 2

(1 ) (1 ),0,0, ,0,0,0b hm m
 

  
  


 


  is locally asymptotically 

stable if 0 1.R   
Proof. 
The Jacobian matrix of the proposed model at the DFE gives, 

 

1

1 1 2

1
0

2

55

2 2 2

1 2 2

0 0 0 0 0
0 ( )( 1) 0 0 0 0 0
0 0 0 0 0 0
0 0 0
0 0 0 0 0
0 0 0 ( ) 0
0 0 0 0

b b

bh h h h h h

h h

bh h

R

J

S
k

S
j

S S
S

S k

 



   


   

  

  
  
 
 

    
 
 

 
 
 







 

  

It is clear that 1 2 2 2 2 1 22 2 55,  ( ),  ,  ,   a nd , k j j           are the eigenvalues of 
0( )J  .  

The above matrix will be stable provided it satisfies the following conditions, 

(i)  22 1 1 211( ) 0) 1(b bS k kj R        and 

(ii) 2 2 2
55 1 2 1 2 1

2 2 2 2

( )( ) ( ) 0j 1h h
kS R

k
       

  
  

           
  

This is possible only if 1 21 and 1.RR    
Hence, the DFE is locally asymptotically stable if 0 1.R   

Theorem 4. The human only endemic equilibrium  * 0 * * * *,0,0, , , ,h b h h h hS S E I R� is locally asymptotically stable only 

if 21 1,  1RR   . 
Proof. The Jacobian matrix of the proposed model at the human only EE gives, 
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 

1

1 1

1
0 * * *

2
*

55
*

2 2 2

1

0

2

0

2

0 0 0 0 0

0 ( ) 0 0 0 0 0
0 0 0 0 0 0

0 0 0

0 0 0 0 0

0 0 0 ( ) 0
0 0 0 0

b b

b b

bh h h h h h

h h

bh h

J

S

S k

S S

S

S k

j

S

 

 


   



   
  

  
 
 
  
    
 
 
 

 
 

 



 

 

  

Clearly, 1 2 2 2 2 1 22 2 55,  ( ),  ,  ,   a nd , k j j           are the eigenvalues of 
0( )J  .  

The above matrix will be stable only if it satisfies the following conditions, 

(i)  0
22 1 1 11 2( ) 0( ) 1b b kj RS k        and 

(ii) 55 1
*

2( ) 0j h hS         
Thus the inequality (i) holds only if  2 1.R   
Now, inequality (ii) holds as it yields a negative value as below 
 

* 2 2 2 1 2
1 2 1 2

2 2 2

2 2 2 1 2 2 2 2 1 2

2 2 2

1 2

2 2 2

( )( )( ) ( )
( )

( )( ) ( )( )
( )

( ) 0
( )

h h h
h

kS
k

k k
k

k

    
       

   

          
  

   
  

   
   

 




       
  

 






  






 

 

 

 

This occurs only if 1 1R  . 
Hence, the human only EE is locally asymptotically stable only if 21 1 and 1.R R   
 
Global Stability Analysis of the Equilibria: 

Theorem 5. The DFE 0 is globally asymptotically stable in 

  7: ( ), ( ), ( ), ( ), ( ), ( ), ( )hb b b h h hS t I t R t S t E t I t R t    � if 0 1R  . 

 
Proof. 

In Theorem 3, it is proved that the DFE 0 is locally asymptotically stable only if 0 1R  . So, it is enough to show 

that 0 is globally attractive in the positively invariant and attractive set. 

The proof proceeds with the fluctuation lemma by considering the solution set  ( ), ( )b bt I tS of the avian population 

subsystem only. It considers only Susceptible and Infected avian populations as these two equations are independent 
of the Recovered compartment of avian. 

The fluctuation lemma states that there exists a sequence { }nt such that nt   , we have ( )nI t I , and

( ) 0 as nI t n    . 

Joshua Cyril Yagan and Jasmine 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73462 
 

   
 
 

Hence, using the fluctuation lemma, the infected avian becomes 1 1( ) ( ) ( ) ( ) ( )b n b b n b n b nI St t I t k I t     which 

implies 1 1)0 (b b b bS I k I      and hence 20 ( 1) bR I  . Since 2 1R  , we get 0bI
  . 

Again as ,n the susceptible equation becomes 1

1

(1 ) b
b

mS


  
 . If 2 1R  , then 1

1

(1 )lim ( ) b
bt

tS m


 
 .Thus, 

for the system of avian population, we have   1

1

(1 )lim ( ), ( ) ,0b
b bt

mS t I t


 
  







 holds for all solutions of the avian 

system. 

Similarly, for the human population it can be proved that   1

1

(1 )lim ( ), ( ), ( ) ,0,0h h
b

ht
S mt E t I t



 
  







 if 1 1R  . 

Hence, the DFE 0  is globally asymptotically stable if 0 1R  . 

Theorem 6. The EE * is globally asymptotically stable in 

  7: ( ), ( ), ( ), ( ), ( ), ( ), ( )hb b b h h hS t I t R t S t E t I t R t    � if 0 1R  . 

 
Proof. Considering a Lyapunov function as follows 

         2 3 4 5
2 2 2 2 2* * * * *

1
1 1 1 1 1
2 2 2 2 2h hb h hb h hb bS I Sl S l I l S l EE IIl          

Differentiating with respect to ‘ t ’, we get 

         
         
     

  

* * * * *
1

2 2 2* *

5

*
1 1 2 1 1 3 2

2 2* *
4 1 2 5 2 2 2

* *
1 2

2 3 4

  

  

( )

( )

h h h h h h hb b b b b b h

b b b b b b b b h b h h h h

h h h h h h

b b

h

b b b b b

l S l I l S l E l I

l S S k I I E S

S E k I

S S I I

S S I I S S E E I I

I S l I l I S

l E l I

l S I l

     

     

 

               

            

 

 



     

 



     
     

        
     

* * * *
3

* * * *
3 3

* * * * * *
4 4 5

* * * *
5 5

  

 

  

( ) 

b b b b b bh h h h b b

h h h h h h h h h h h h

h h h h h h h h h h h h h bh h b b h h

bh b h h h h h h h h

S I S S I

S S E S S I

I E S E S E I S I I

I

S I l S I

l S E l S I

S

S

l E l E I l I I

l S I lI E IE I



 

  

 



 

  



   

   

      

   

 

It is required to show that  is negative. 
So, the condition of the global stability of the endemic equilibrium point are determined as 
 

2 11 22
12 ,

2
aaa   22

21
2 11 ,
2
aaa   2 33 22

32 ,
5
aaa   32

34
3 44 ,
5
aaa   2 33

35
554 ,

25
aaa   

2 44 33
43 ,

5
aaa   2 4

45
554 ,

5
aaa   52

52
5 22 ,
5
aaa   55

3
2 33
5

4 ,
25

aaa   5
54
2 5 44 .

5
aaa   

Thus,  will be negative only if the foresaid condition holds. 
 

(i)  2 2
1 1 1 1( )

2b b
kk S k     
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(ii) 2 1
2 1 1 1( ) ( )

2b b
kk I k     

(iii) 2 2
3 2 1 1( ) ( )

5bh h
kk S k     

(iv) 2 4
3 2 1 2 )

5
( ) (h h

kk S       

(v) 2
3 5 2 2 2 2

4 ( ))
25

( h hk kS k       

(vi)   2 3
4 2 1 2( )

5h h h
kk EI           

(vii) 2 2
4 1 2 2 2 2( )( )

5
( )h hk kS k           

(viii) 2 2
5 1 1 2 2 2( )( ))

5
( bh b

kk I k k        

(ix) 2
5 3 2 2 2 2 )4

5
( )

2
(bh bk kI k       

4
5 2 2 2 1 2( )

5
( ) kk k          

 
 
By considering 1 2 4 1k k k   ,  becomes negative. Also, inequality (i) and (vii) holds only if 2 1R  and 1 1R  .  
Hence, it is clear that the EE is globally asymptotically stable only if 0 1R  . 
 
RESULTS AND DISCUSSION 
 
In this section, numerical simulations are performed supporting the optimality of the proposed model. Considering 

the following initial values
0 0 0

100, 10099000, h h hS IE   and
0

0hR  ,the dynamics of the human only 

population in the proposed model is obtained by simulating it in the mathematical software named MATLAB as 
follows. Figure 1 explicitly shows that the recovery curve inclines enriching the novelty of the proposed model. Also, 
the exposed and the infected curves are notably declining rapidly showing a better result in reducing the spread of 
the avian influenza. The susceptibility curve ensures that in future the number of cases will be less in number. Also, 

the dynamics of the avian population with the initial values 
0 0

1000, I 800b bS   and 
0

10bR  is obtained using 

MATLAB as follows. Clearly, the infected curve of the avian population is reducing after an initial rise. Also, the 
recovered curve of the avian population is appreciably high. Thus, the spread of avian influenza among the avian 
will be also controlled. Further, the analysis on reproduction number 0R is performed by considering the values in 
Table 2 of [10].Considering the maximum value from 1 2 and R R , we obtained the following result. 
Case (a): Reproduction number at the disease-free equilibrium is obtained as 0 0.001134 1R    
Case (b): Reproduction number at the endemic equilibrium is obtained as 0 1R   
Hence, the numerical simulation sustains the stability of the proposed model. 
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CONCLUSION 
 
Eventually, the proposed model shows positivity and boundedness. Also, the existence of equilibrium points is 
determined followed by it the expression for the reproduction number 0R is obtained by solving the Jacobian matrix 
of the infected classes of the proposed SIR-SEIR model. Additionally, the stability of the equilibria is determined 
locally and globally. The local stability is determined by solving the Jacobian matrix of the reduced model. Whereas 
the global stability is proved with fluctuation lemma and Lyapunov function. The numerical simulation confines to 
the optimality of the proposed model highlighting the concept of vaccinating the avian and practice of control 
measures by humans ensures the novelty of the model which helps to control the spread of avian influenza. 
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Figure 1: The dynamics of only human population of the SIR-SEIR model 

 
 

 
Figure 2: Dynamics of avian population 
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This paper presents a novel perspective of separation axioms in neutrosophic topological spaces by 
means of neutrosophic Υ −open sets. The concepts of neutrosophic Υ− ௜ܶ  spaces(݅ = 0,1,2) are 
introduced and their characterizations are studied. 
 
Keywords: neutrosophic Υ −open, neutrosophic Υ − ଴ܶ space, neutrosophic Υ− ଵܶ  space, neutrosophic 
Υ − ଶܶ space. 
 
INTRODUCTION 
 
Smarandache9, in 1998 initiated the concept of neutrosophy to study the nature and scope of neutrality which further 
led to the origination of neutrosophic sets. Salama and Albowi7 introduced neutrosophic topological spaces and 
other topological concepts have been explored by various researchers.The concept of separation axioms in 
neutrosophic topological spaces were introduced by Ahu Acikgoz and F. Esenbel1 by employing the notion of quasi-
coincidence. Later,Suman Das et.al12 have also defined and established some basic results related to separation 
axioms in neutrosophictopological spaces. The focus of this paper is to introduce the concept of 
neutrosophicΥ−separation axioms in neutrosophic topological spaces. We have defined neutrosophicΥ− ௜ܶ 
spaces(݅ = 0,1,2) and observed the attributes and interrelationship between these spaces. Moreover, the notion of 
neutrosophicΥ−kernel has also been defined to characterize the spaces. 
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Preliminaries 
Definition 2.1:7Let ܷ be a non-empty fixed set. A neutrosophic setܮ is an object having the form 
ܮ = {< ,ݑ ,(ݑ)௅ߪ,(ݑ)௅ߤ (ݑ)௅ߛ ݑ:< ∈ ܷ} where ߤ௅(ݑ),ߪ௅(ݑ)and ߛ௅(ݑ)represent the membership, indeterminacy and 
non-membership functions respectively of each element ݑ ∈ ܷ.A neutrosophic set ܮ = {< ,ݑ ,(ݑ)௅ߪ,(ݑ)௅ߤ (ݑ)௅ߛ ݑ:< ∈
ܷ} can be identified to an ordered triple < ௅ߤ ௅ߪ, ௅ߛ, > in [1,0]  on ܷ . 
 
Definition 2.2: 7Let ܷ be a non-empty set and ܮ = {< (ݑ)௅ߛ,(ݑ)௅ߪ,(ݑ)௅ߤ,ݑ ݑ:< ∈ ܯ,{ܷ = {< (ݑ)ெߛ,(ݑ)ெߪ,(ݑ)ெߤ,ݑ >
ݑ: ∈ ܷ} be neutrosophic sets in ܷ. Then 
(i) ܮ ⊆ (ݑ)௅ߤifܯ ≤ (ݑ)௅ߪ,(ݑ)ெߤ ≤ (ݑ)௅ߛ and (ݑ)ெߪ ≥ ݑ for all (ݑ)ெߛ ∈ ܷ. 
(ii)ܮ ܯ∪ = {< ݑ :<{(ݑ)ெߛ,(ݑ)௅ߛ}min ,{(ݑ)ெߪ,(ݑ)௅ߪ}max ,{(ݑ)ெߤ,(ݑ)௅ߤ}max,ݑ ∈ ܷ} 
(iii) ܮ ܯ∩ = {< ,(ݑ)௅ߤ}min,ݑ ,(ݑ)௅ߛ}max ,{(ݑ)ெߪ,(ݑ)௅ߪ}min ,{(ݑ)ெߤ ݑ :<{(ݑ)ெߛ ∈ ܷ} 
(iv)ܮ௖ = {< ,ݑ ,(ݑ)௅ߛ 1− (ݑ)௅ߤ,(ݑ)௅ߪ ݑ:< ∈ ܷ} 
(v) 0ே೟ೝ = {< ,ݑ 0,0,1 ݑ:< ∈ ܷ}and1ே೟ೝ = {< ,ݑ 1,1,0 ݑ:< ∈ ܷ} 
 
Definition 2.3:7A neutrosophic topology on a non-empty set ܷ is a family ߬ே೟ೝ  of neutrosophic sets in ܷ satisfying 
the following axioms: 
(i) 0ே೟ೝ , 1ே೟ೝ ∈ ߬ே೟ೝ  
(ii)⋃ܮ௜ ∈ ߬ே೟ೝ∀{ܮ௜: ݅ ∈ {ܫ ⊆ ߬ே೟ೝ  
(iii) ܮଵ ∩ ଶܮ  ∈ ߬ே೟ೝ for any ܮଵ,ܮଶ ∈ ߬ே೟ೝ 
The pair (ܷ, ߬ே೟ೝ) is called a neutrosophic topological space. The members of ߬ே೟ೝ  are called neutrosophic open( ௧ܰ௥ܱ) 
and its complements are called neutrosophic closed( ௧ܰ௥ܥ). 
 
Definition 2.4:1A neutrosophic set ܮ = {< ,(ݑ)௅ߪ,(ݑ)௅ߤ,ݑ (ݑ)௅ߛ ݑ:< ∈ ܷ} is called a neutrosophic point( ௧ܰ௥ܲ) if for 
any element ݒ ∈ ܷ, (ݒ)௅ߤ = (ݒ)௅ߪ,ܽ = (ݒ)௅ߛ,ܾ = ܿ for ݑ = (ݒ)௅ߤ and ݒ = (ݒ)௅ߪ,0 = 0, (ݒ)௅ߛ = 1 for ݑ ≠  where ,ݒ
ܽ, ܾ, ܿ are real standard or non-standard subsets of [1,0]  . A neutrosophic point is denoted by ݑ௔,௕,௖.For the 
neutrosophic point ݑ௔,௕,௖ ,   .will be called its support ݑ
 
Definition 2.5:1A neutrosophic point ݑ௔,௕,௖ is said to be neutrosophic quasi – coincident with a neutrosophic set ܮ, 
denoted by ݑ௔,௕,௖ܮݍ if ݑ௔,௕,௖ ∉  .ܮොݍ௔,௕,௖ݑ we denote it by ,ܮ ௔,௕,௖ is not neutrosophic quasi – coincident withݑ ௖. Ifܮ
 
Definition 2.6:4A neutrosophic set ܮ of a neutrosophic topological space (ܷ, ߬ே೟ೝ) is                         said to be 
neutrosophicળ−open( ௧ܰ௥Υܱ) if for every non-empty ௧ܰ௥closed set ܨ ≠ 1ே೟ೝ ⊇ ܮ,  ௧ܰ௥݈ܿ൫ ௧ܰ௥݅݊ܮ)ݐ ∪  ൯. The(ܨ
complement of neutrosophicΥ −open set is neutrosophicΥ−closed. The class of neutrosophic Υ−open sets is 
denoted by ௧ܰ௥ΥO൫ܷ, ߬ே೟ೝ൯. 
 
Theorem 2.7:4Every ௧ܰ௥open set is ௧ܰ௥Υ−open.  
Theorem 2.8 :6Let (ܵ, ߬ே೟ೝ

∗ ) be a neutrosophic subspace of ൫ܷ, ߬ே೟ೝ൯. Then a neutrosophic set ܮ in ܵ is ௧ܰ௥Υ−closed in 
൫ܷ, ߬ே೟ೝ൯if and only if ܮ is ௧ܰ௥Υ−closed in ൫ܵ, ߬ே೟ೝ

∗ ൯. 
 
Definition 2.9:5A function ே݂೟ೝ : (ܷ, ߬ே೟ೝ) ⟶ (ܸ, ே೟ೝ) is said to be neutrosophicળ−continuous if ே݂೟ೝߩ

ିଵ(ܯ) is 
௧ܰ௥Υ−open in (ܷ, ߬ே೟ೝ) for every ௧ܰ௥open set ܯ in ൫ܸ,ߩே೟ೝ൯. 

 
Definition 2.10:5A function ே݂೟ೝ : (ܷ, ߬ே೟ೝ) ⟶ (ܸ, ே೟ೝ) is said to be neutrosophicળ−irresolute if ே݂೟ೝߩ

ିଵ(ܯ) is 
௧ܰ௥Υ−open in (ܷ, ߬ே೟ೝ) for every ௧ܰ௥Υ−open set ܯ in ൫ܸ,ߩே೟ೝ൯. 

 
Definition 2.11:6A function ே݂೟ೝ : (ܷ, ߬ே೟ೝ) ⟶ is said to be a neutrosophicળ (ே೟ೝߩ,ܸ) −open if ே݂೟ೝ(ܮ) is ௧ܰ௥Υ−open in 
,ܷ) in ܮ for every ௧ܰ௥open set (ே೟ೝߩ,ܸ) ߬ே೟ೝ). 
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Definition 2.12:12A neutrosophic topological space (ܷ, ߬ே೟ೝ) is said to be a ࢀ࢚࢘ࡺ૙ − space if for every pair of 
neutrosophic points ݑ௔,௕,௖and ݒ௔′,௕′,௖′, ݑ ≠ ௔,௕,௖ݑ in (ܷ,߬ே೟ೝ) such that ܮ in ܷ, there exists ௧ܰ௥open set ݒ ∈ ′௔′,௕′,௖ݒ,ܮ ∉  ܮ
or ݑ௔,௕,௖ ∉ ′௔′,௕′,௖ݒ,ܮ ∈  .ܮ
 
Definition 2.13:12A neutrosophic topological space (ܷ, ߬ே೟ೝ) is said to be a ࢀ࢚࢘ࡺ૚ − space if for every pair of 
neutrosophic points ݑ௔,௕,௖and ݒ௔′,௕′,௖′ ݑ, ≠ ,ܷ) in ܯ and ܮ there exists ௧ܰ௥open sets ,ݒ ߬ே೟ೝ) such that ݑ௔,௕,௖ ∈ ′௔′,௕′,௖ݒ,ܮ ∉
௔,௕,௖ݑ and ܮ ∉ ′௔′,௕′,௖ݒ,ܯ ∈  .ܯ
Definition 2.14:12A neutrosophic topological space (ܷ, ߬ே೟ೝ) is said to be a ࢀ࢚࢘ࡺ૛ − space or neutrosophichausdorff 
space if for every pair of neutrosophic points ݑ௔,௕,௖and ݒ௔′,௕′,௖′ ݑ, ≠ ,ܷ) in ܯ and ܮ there exists ௧ܰ௥open sets ,ݒ ߬ே೟ೝ) 
such that ݑ௔,௕,௖ ∈ ′௔′,௕′,௖ݒ,ܮ ∈ ܮ and ܯ ⊆ ௖ܯ . 
 
Neutrosophicળ−  ૙ Spacesࢀ
Definition 3.1: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is said to be ௧ܰ௥Υ− ଴ܶ  if for each pair of ௧ܰ௥ܲݑ௔,௕,௖and 
′௔′,௕′,௖ݒ , ݑ ≠ in ܷ, there exists ݒ ௧ܰ௥Υܱܵܮ in (ܷ, ߬ே೟ೝ) such that ݑ௔,௕,௖ ∈ ,ܮ ′௔′,௕′,௖ݒ ∉ ௔,௕,௖ݑ or ܮ ∉ ′௔′,௕′,௖ݒ,ܮ ∈  .ܮ
Example 3.2: Let ܷ = ,ݑ} and߬ே೟ೝ{ݒ = {0ே೟ೝ , 1ே೟ೝ ,ℒ} where  
ℒ = ൛{< ,ܾ,ܽ,ݑ ܿ >< ,ݒ 0,0,1 >}: 0 < ܽ ≤ 1, 0 < ܾ ≤ 1, 0 ≤ ܿ < 1ൟis the collection of neutrosophic sets in ܷ. Clearly, 
(ܷ, ߬ே೟ೝ) is a ௧ܰ௥Υ− ଴ܶ space. 
 
Theorem 3.3: Every ௧ܰ௥ ଴ܶ −space is ௧ܰ௥Υ− ଴ܶ. 
Proof: Let (ܷ, ߬ே೟ೝ) be a ௧ܰ௥ ଴ܶ −space. Then, for each pair of ௧ܰ௥ܲݑ௔,௕,௖and ݒ௔′,௕′,௖′ , ݑ ≠ there exists ,ݒ ௧ܰ௥ܱܵܮ in (ܷ, ߬ே೟ೝ) 
such that ݑ௔,௕,௖ ∈ ′௔′,௕′,௖ݒ,ܮ ∉ ௔,௕,௖ݑ or ܮ ∉ ,ܮ ′௔′,௕′,௖ݒ ∈ ,ܷ) is ௧ܰ௥Υܱ. Henceܮ ,By theorem 2.7 .ܮ ߬ே೟ೝ) is ௧ܰ௥Υ− ଴ܶ. 
The following example substantiates that the inverse of the above theorem need not be true. 
 
Example 3.4: Let ܷ = ,ݑ} and߬ே೟ೝ{ݒ = {0ே೟ೝ , 1ே೟ೝ ,ℒ} where 
ℒ = ൛{< ,ܾ,ܽ,ݑ 1− ܽ >< ,ݒ 0,0,1 >}:ܽ, ܾ ∈ (0,0.5]ൟis the collection of neutrosophic sets in ܷ. Clearly, (ܷ, ߬ே೟ೝ) is 
௧ܰ௥Υ− ଴ܶ. Now, for ݑ଴.଻,଴.ସ,଴.ଷand ݒ଴.ଶ,଴.ଷ,଴.଻, ݑ ≠ in ܷ,there exists  ݒ ௧ܰ௥Υܱܵ{< ,ݑ 0.5,0.5,0.5 >< ,ݒ 1,1,0 >} containing 

଴.଻,଴.ସ,଴.ଷݑ such that ܮ଴.଻,଴.ସ,଴.ଷ. However, there is no ௧ܰ௥ܱܵݑ ଴.ଶ,଴.ଷ,଴.଻ but notݒ ∈ ଴.ଶ,଴.ଷ,଴.଻ݒ,ܮ ∉ ଴.଻,଴.ସ,଴.ଷݑ or ܮ ∉
,ܮ ଴.ଶ,଴.ଷ,଴.଻ݒ ∈ ,ܷ) Therefore .ܮ ߬ே೟ೝ) is not a ௧ܰ௥ ଴ܶ −space.    
 
Definition 3.5: The neutrosophicΥ−kernel of a neutrosophic set ܮ in (ܷ, ߬ே೟ೝ) is the intersection of all ௧ܰ௥Υ−open 
supersets ofܮ.It is denoted by ௧ܰ௥Υ݇݁(ܮ)ݎ. 
Theorem 3.6: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ− ଴ܶif and only if for every pair ݑ௔,௕,௖and ݒ௔′,௕′,௖′ ݑ, ≠
௔,௕,௖ݑ in ܷ, either ݒ ∉ ௧ܰ௥Υ݇݁ݎ(ݒ௔′,௕′,௖′) or ݒ௔′,௕′,௖′ ∉ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯. 
Proof: Let ܷ be a ௧ܰ௥Υ− ଴ܶ space. Then, for every pair of ௧ܰ௥ܲݑ௔,௕,௖and ݒ௔′ ,௕′,௖′,ݑ ≠ in ܷ, there exists ݒ ௧ܰ௥Υܱܵܮ in ܷ 
such that ݑ௔,௕,௖ ∈ ,ܮ ′௔′,௕′,௖ݒ ∉ ௔,௕,௖ݑ or ܮ ∉ ,ܮ ′௔′,௕′,௖ݒ ∈ ௔,௕,௖ݑ ,Now .ܮ ∈ ,ܮ ′௔′,௕′,௖ݒ ∉ ܮ ⟹ ′௔′,௕′,௖ݒ ∉ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ for 
suppose ݒ௔′,௕′,௖′ ∈ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯,there exists no ௧ܰ௥Υܱܵܮ in ܷ such that ݑ௔,௕,௖ ∈ ,ܮ ′௔′,௕′,௖ݒ ∉  which is a ܮ
contradiction. Similarly, ݑ௔,௕,௖ ∉ ,ܮ ′௔′,௕′,௖ݒ ∈ ܮ ⟹ ௔,௕,௖ݑ ∉ ௧ܰ௥Υ݇݁ݎ൫ݒ௔′,௕′,௖′൯. Conversely, suppose 
௔,௕,௖ݑ ∉ ௧ܰ௥Υ݇݁ݎ(ݒ௔′,௕′,௖′) or ݒ௔′,௕′,௖′ ∉ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ for all ݑ௔,௕,௖and ݒ௔′,௕′,௖′ ݑ, ≠ in ܷ. Then, there exists ݒ ௧ܰ௥Υܱܵܮ in 
ܷ such that ݑ௔,௕,௖ ∉ ′௔′,௕′,௖ݒ,ܮ ∈ ௔,௕,௖ݑ or ܮ ∈ ′௔′,௕′,௖ݒ,ܮ ∉ −Hence ܷ is ௧ܰ௥Υ .ܮ ଴ܶ. 
 
Theorem 3.7: Let ே݂೟ೝ: (ܷ, ߬ே೟ೝ) ⟶ (ܸ, ே೟ೝ) be ainjectiveߩ ௧ܰ௥Υ−continuous function. If (ܸ, ே೟ೝ) is ௧ܰ௥ߩ ଴ܶ, then (ܷ, ߬ே೟ೝ) 
is ௧ܰ௥Υ − ଴ܶ. 
Proof: Let ݑଵೌ, ,್೎  and ݑଶೌ,್,೎ ଵݑ, ≠ ଶ be any two ௧ܰ௥ܲin ܷ. Since ே݂೟ೝݑ  is injective, there exists ௧ܰ௥ܲݒଵ ,ೌ್,೎ and ݒଶೌ, ,್೎  in ܸ 
such that ே݂೟ೝ൫ݑଵೌ,್ ,೎

൯ = ್,ଵೌݒ ,೎
, ே݂೟ೝ൫ݑଶೌ, ,್೎

൯ = ,ଶೌݒ ,್೎
 and ݒଵ ≠ ଵೌ,್,೎ݑ ଶ. Henceݒ

= ே݂೟ೝ
ିଵ(ݒଵ ,ೌ್,೎

) and ݑଶೌ, ,್೎
= ே݂೟ೝ

ିଵ൫ݒଶ ,ೌ್,೎
൯. 

Now, since ܸ is ௧ܰ௥ ଴ܶ, there exists ௧ܰ௥ܱܵܮ in  ܸ such that ݒଵ ,ೌ್,೎ ∈ ,ଶೌݒ,ܮ ,್೎ ∉ ଵݒ or ܮ ,ೌ್,೎ ∉ ଶೌ,್,೎ݒ,ܮ ∈ Again, since ே݂೟ೝ .ܮ  is 
௧ܰ௥Υ−continuous, ே݂೟ೝ

ିଵ(ܮ) is ௧ܰ௥Υܱ in ܷ. Also, ݒଵ ,ೌ್,೎
∈ ܮ ⟹ ே݂೟ೝ

ିଵ൫ݒଵ ,ೌ್,೎
൯ ∈ ே݂೟ೝ

ିଵ(ܮ) ଵೌݑ⟹ ,್ ,೎
∈ ே݂೟ೝ

ିଵ(ܮ) and ݒଶೌ, ,್೎
∉ ܮ ⟹
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ଶೌ,್,೎ݑ ∉ ே݂೟ೝ
ିଵ(ܮ). Hence, for any two ௧ܰ௥ܲݑଵೌ ,್ ,೎ and ݑଶೌ,್ ,೎ ଵݑ, ≠ ଶ in ܷ, there existsݑ ௧ܰ௥Υܱܵ ே݂೟ೝ

ିଵ(ܮ) in ܷ such that 
ଵೌ,್,೎ݑ

∈ ே݂೟ೝ
ିଵ(ܮ), ଶೌ,್,೎ݑ

∉ ே݂೟ೝ
ିଵ(ܮ) or ݑଵೌ,್,೎

∉ ே݂೟ೝ
ିଵ(ܮ),ݑଶೌ, ,್೎

∈ ே݂೟ೝ
ିଵ(ܮ). Therefore, ܷ is ௧ܰ௥Υ− ଴ܶ. 

 
Theorem 3.8: Let ே݂೟ೝ : (ܷ, ߬ே೟ೝ) ⟶ be a one-one ௧ܰ௥Υ (ே೟ೝߩ,ܸ) −irresolute function. If (ܸ,ߩே೟ೝ) is ௧ܰ௥Υ − ଴ܶ, then 
(ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ − ଴ܶ. 
Proof: Let ݑଵೌ, ,್೎  and ݑଶೌ,್,೎ ଵݑ, ≠ ଶ be any two ௧ܰ௥ܲ in ܷ. Since ே݂೟ೝݑ  is one-one, there exists ௧ܰ௥ܲݒଵ ,ೌ್,೎ and ݒଶೌ, ,್೎  in ܸ 
such that ே݂೟ೝ൫ݑଵೌ,್ ,೎

൯ = ್,ଵೌݒ ,೎
, ே݂೟ೝ൫ݑଶೌ, ,್೎

൯ = ,ଶೌݒ ,್೎
 and ݒଵ ≠ ଵೌ,್,೎ݑ ଶ. Henceݒ

= ே݂೟ೝ
ିଵ(ݒଵ ,ೌ್,೎

) and ݑଶೌ, ,್೎
= ே݂೟ೝ

ିଵ൫ݒଶ ,ೌ್,೎
൯. 

Now, since ܸ is ௧ܰ௥Υ − ଴ܶ, there exists ௧ܰ௥Υܱܵܮ in  ܸ such that ݒଵೌ, ,್೎ ∈ ,ܮ ଶݒ ,ೌ್,೎ ∉ ଵೌ,್,೎ݒ or ܮ ∉ ଶݒ,ܮ ,ೌ್,೎ ∈  Again, since .ܮ
ே݂೟ೝ is ௧ܰ௥Υ −irresolute, ே݂೟ೝ

ିଵ(ܮ) is ௧ܰ௥Υܱ in ܷ. Also, ݒଵೌ, ,್೎
∈ ܮ ⟹ ே݂೟ೝ

ିଵ൫ݒଵೌ,್,೎
൯ ∈ ே݂೟ೝ

ିଵ(ܮ) ⟹ ଵݑ ,ೌ್,೎
∈ ே݂೟ೝ

ିଵ(ܮ) and ݒଶ ,ೌ್,೎
∉

ܮ ⟹ ଶݑ ,ೌ್,೎ ∉ ே݂೟ೝ
ିଵ(ܮ). Hence, for any two ௧ܰ௥ܲݑଵೌ, ,್೎ and ݑଶ ,ೌ್,೎, ଵݑ ≠ ଶ in ܷ, there existsݑ ௧ܰ௥Υܱܵ ே݂೟ೝ

ିଵ(ܮ) in ܷ such that 
ଵೌ,್,೎ݑ

∈ ே݂೟ೝ
ିଵ(ܮ), ଶೌ,್,೎ݑ

∉ ே݂೟ೝ
ିଵ(ܮ) or ݑଵೌ,್,೎

∉ ே݂೟ೝ
ିଵ(ܮ),ݑଶೌ, ,್೎

∈ ே݂೟ೝ
ିଵ(ܮ). Therefore, ܷ is ௧ܰ௥Υ − ଴ܶ. 

Theorem 3.9: Let ே݂೟ೝ : (ܷ, ߬ே೟ೝ) ⟶ (ܸ, ே೟ೝ) be a bijective ௧ܰ௥Υߩ −open function. If (ܷ, ߬ே೟ೝ) is ௧ܰ௥ ଴ܶ, then (ܸ,  ே೟ೝ) isߩ
௧ܰ௥Υ − ଴ܶ. 

Proof: Let ݒଵೌ,್,೎
 and ݒଶೌ,್,೎

ଵݒ, ≠ ,ଵೌݑ ଶ be any two ௧ܰ௥ܲin ܸ. Since ே݂೟ೝ is bijective, there exists ௧ܰ௥ܲݒ ,್೎
 and ݑଶೌ, ,್೎

ଵݑ, ≠
ଵೌ,್,೎൯ݑଶ inܷ such that ே݂೟ೝ൫ݑ = ,ଵೌݒ ,್೎  and  ே݂೟ೝ൫ݑଶೌ,್,೎൯ = ,ଶೌݒ ,್೎ . Now, since ܷ is ௧ܰ௥ ଴ܶ, there exist ௧ܰ௥ܱܵܮ in  ܷ such that 
ଵೌ,್,೎ݑ

∈ ଶೌ,್,೎ݑ,ܮ
∉ ଵೌ,್,೎ݑ or ܮ

∉ ଶೌ,್,೎ݑ,ܮ
∈ Since ே݂೟ೝ is ௧ܰ௥Υ .ܮ −open, ே݂೟ೝ(ܮ) is ௧ܰ௥Υܱ in ܸ. Also, ݑଵೌ, ,್೎

∈ ܮ ⟹

ே݂೟ೝ൫ݑଵೌ,್,೎൯ ∈ ே݂೟ೝ(ܮ) ଵೌ,್,೎ݒ⟹ ∈ ே݂೟ೝ(ܮ) and ݑଶೌ,್,೎ ∉ ܮ ⟹ ଵݒ ,ೌ್,೎ ∉ ே݂೟ೝ(ܮ). Hence, for any two ௧ܰ௥ܲݒଵ ,ೌ್,೎ and ݒଶೌ,್,೎ , ଵݒ ≠
ଶ in ܸ, there existsݒ ௧ܰ௥Υܱܵ ே݂೟ೝ(ܮ) in ܸ such that ݒଵೌ,್,೎

∈ ே݂೟ೝ(ܮ),ݒଶೌ,್,೎
∉ ே݂೟ೝ(ܮ) or ݒଵೌ, ,್೎

∉ ே݂೟ೝ(ܮ),ݒଶೌ, ,್೎
∈ ே݂೟ೝ(ܮ). 

Therefore, ܸ is ௧ܰ௥Υ − ଴ܶ. 
 
Neutrosophic   ળ−  ૚ Spacesࢀ
Definition 4.1: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is said to be ௧ܰ௥Υ − ଵܶ if for every pair of ௧ܰ௥ܲݑ௔,௕,௖and 
௔ᇲ,௕ᇲ,௖ᇲݒ ݑ, ≠ ,ܷ) in ܯ and ܮthere exist ௧ܰ௥Υܱܵ ,ݒ ߬ே೟ೝ) such that ݑ௔,௕,௖ ∈ ௔ᇲ,௕ᇲ,௖ᇲݒ,ܮ ∉ ௔,௕,௖ݑ and ܮ ∉ ௔ᇲ,௕ᇲ,௖ᇲݒ,ܯ ∈  .ܯ
Example 4.2: Let ܷ = ,ݑ} ே೟ೝ߬,{ݒ = {0ே೟ೝ ,ℒ,ℳ,ࣨ, 1ே೟ೝ} where 
ℒ = ௜ܮ} = {< ,ݑ ܽ௜ ,ܾ௜ ,ܿ௜ >< ,ݒ 0,0,1 >}: 0 < ܽ௜ ≤ 1, 0 < ܾ௜ ≤ 1, 0 ≤ ௜ܿ < 1}, 
ℳ = ௜ܯ} = {< ,ݑ 0,0,1 >< ,ݒ ܽ௜ᇱ,ܾ௜ᇱ, ௜ܿ

ᇱ >}: 0 < ܽ௜ ≤ 1, 0 < ܾ௜ ≤ 1, 0 ≤ ܿ௜ < 1}and 
ࣨ = ௜ܮ} ௜ܯ∪ ∶ ௜ܮ  ∈ ℒ,ܯ௜ ∈ ℳ}are collections of neutrosophic sets in ܷ. 
Clearly, (ܷ, ߬ே೟ೝ) is a ௧ܰ௥Υ − ଵܶspace. 
 
Theorem 4.3: Every ௧ܰ௥ ଵܶ −space is ௧ܰ௥Υ − ଵܶ. 
Proof: Proof follows from theorem 2.7. 
However, the ensuing example reveals that the reverse implication need not hold. 
Example 4.4: Let ܷ = ,{ݒ,ݑ} ߬ே೟ೝ = {0ே೟ೝ , ,ଷܮ,ଶܮ,ଵܮ 1ே೟ೝ } where ܮଵ = {< ,ݑ 0.4,0.3,0.2 >< ,ݒ 0.5,0.3,0.3 ଶܮ,{< =
{< ,ݑ 0.5,0.3,0.2 >< ,ݒ 0.4,0.3,0.2 >}andܮଷ = {< ,ݑ 0.5,0.3,0.2 >< ,ݒ 0.5,0.3,0.2 >}. Clearly, (ܷ, ߬ே೟ೝ)is ௧ܰ௥Υ − ଵܶ. Now, 
for ݑ଴.ହ,଴.ଶ,଴.଻and ݒ଴.ଶ,଴.଼,଴.ସ in ܷ, there exist ௧ܰ௥Υܱܵܮଶ and ܯ = {< ,ݑ 0.4,0.7,0.2 >< ,ݒ 0.5,0.9,0.2 >} such that  
଴.ହ,଴.ଶ,଴.଻ݑ ∈ ଴.ଶ,଴.଼,଴.ସݒଶܮ ∉ ଴.ହ,଴.ଶ,଴.଻ݑ ଶ andܮ ∉ ,ܯ ଴.ଶ,଴.଼,଴.ସݒ ∈ ଴.ହ,଴.ଶ,଴.଻ݑ in ܷ such that ܮHowever, there is no ௧ܰ௥ܱܵ .ܯ ∉
,ܮ ଴.ଶ,଴.଼,଴.ସݒ ∈ ,ܷ) Hence .ܮ ߬ே೟ೝ) is not a ௧ܰ௥ ଵܶ −space. 
Theorem 4.5: Every ௧ܰ௥Υ − ଵܶ space ௧ܰ௥Υ − ଴ܶ, but not conversely. 
Example 4.6: Consider example 3.4 in which the neutrosophic topological space (ܷ, ߬ே೟ೝ)is ௧ܰ௥Υ − ଴ܶ. Now, for any 
two ௧ܰ௥ܲݑ଴.଻,଴.ସ,଴.ଷandݒ଴.ଶ,଴.ଷ,଴.଻, ݑ ≠ >}in ܷ, there exists a ௧ܰ௥Υܱܵ  ݒ ,ݑ 0.5,0.5,0.5 >< ,ݒ 1,1,0 >} containing ݒ଴.ଶ,଴.ଷ,଴.଻ 
but not ݑ଴.଻,଴.ସ,଴.ଷ. However, there is no ௧ܰ௥Υܱܵܮ such that ݑ଴.଻,଴.ସ,଴.ଷ ∈ ଴.ଶ,଴.ଷ,଴.଻ݒ and ܮ ∉ ,ܷ) Hence .ܮ ߬ே೟ೝ) is not 
௧ܰ௥Υ − ଵܶ. 

 
Theorem 4.7: A neutrosophic topological space(ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ − ଵܶ if and only if for each ௧ܰ௥ܲݑ௔,௕,௖ in 
ܷ, ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ = ,௣,௤,௥ݑ ܽ ≤ ܾ;݌ ≤ ;ݍ ܿ ≥  .ݎ
Proof: Let ܷ be a ௧ܰ௥Υ − ଵܶ space and ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ ≠ ௣,௤,௥ݑ ,ܽ ≤ ܾ;݌ ≤ ;ݍ ܿ ≥ ௔ᇲ,௕ᇲ,௖ᇲݒThen, there exists a ௧ܰ௥ܲ .ݎ ݑ, ≠
௔ᇲ,௕ᇲ,௖ᇲݒ such that ݒ ∈ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯. This ensures that there exists a ௧ܰ௥Υܱܵܮin ܷ such that ݑ௔,௕,௖ ∈ ௔ᇲ,௕ᇲ,௖ᇲݒand ܮ ∈  ܮ
which is a contradiction. Conversely, suppose ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ = ܽ,௣,௤,௥ݑ ≤ ܾ;݌ ≤ ;ݍ ܿ ≥ and ܷ is not ௧ܰ௥Υ ݎ − ଵܶ. 
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Then, for every ݑ௔,௕,௖and ݒ௔ᇲ,௕ᇲ,௖ᇲ ݑ, ≠ there exists a ,ݒ ௧ܰ௥Υܱܵܮ in ܷ containing ݒ௔ᇲ,௕ᇲ,௖ᇲ whenever ݑ௔,௕,௖ ∈  Hence .ܮ
௔ᇲ,௕ᇲ,௖ᇲݒ ∈ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ which is a contradiction. Therefore ܷ is a ௧ܰ௥Υ − ଵܶspace.      
 
Theorem 4.8: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ − ଵܶ if and only if for every pair ݑ௔,௕,௖and ݒ௔ᇲ,௕ᇲ,௖ᇲ ݑ, ≠
௔,௕,௖ݑ,ܷ in ݒ ∉ ௧ܰ௥Υ݇݁ݎ(ݒ௔ᇲ,௕ᇲ,௖ᇲ) and ݒ௔ᇲ,௕ᇲ,௖ᇲ ∉ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯. 
Proof: Proof is similar to theorem 3.6 
Theorem 4.9: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ − ଵܶ iff for every ݑ௔,௕,௖  , ௔ᇲ,௕ᇲ,௖ᇲݒ ݑ, ≠  in ݒ
ܷ, ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ ∩ ௧ܰ௥Υ݇݁ݎ൫ݒ௔ᇲ,௕ᇲ,௖ᇲ൯ = 0ே೟ೝ  
Proof: Let ܷ be a ௧ܰ௥Υ − ଵܶ space. Then, by theorem 4.8, for eachݑ௔,௕,௖and ݒ௔ᇲ,௕ᇲ,௖ᇲ ݑ, ≠ ௔,௕,௖ݑ,ܷ in ݒ ∉ ௧ܰ௥Υ݇݁ݎ(ݒ௔ᇲ,௕ᇲ,௖ᇲ) 
and ݒ௔ᇲ,௕ᇲ,௖ᇲ ∉ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯. Hence ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ ∩ ௧ܰ௥Υ݇݁ݎ൫ݒ௔ᇲ,௕ᇲ,௖ᇲ൯ = 0ே೟ೝ . Conversely, suppose ܷ is not 
௧ܰ௥Υ − ଵܶ  Then, for each ݑ௔,௕,௖and ݒ௔ᇲ,௕ᇲ,௖ᇲ , ݑ ≠ ௔,௕,௖ݑ in ܷ, either ݒ ∈ ௧ܰ௥Υ݇݁ݎ(ݒ௔ᇲ,௕ᇲ,௖ᇲ) or ݒ௔ᇲ,௕ᇲ,௖ᇲ ∈ ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯. 

This implies that ௧ܰ௥Υ݇݁ݎ൫ݑ௔,௕,௖൯ ∩ ௧ܰ௥Υ݇݁ݎ൫ݒ௔ᇲ,௕ᇲ,௖ᇲ൯ ≠ 0ே೟ೝ  which is a contradiction. Hence ܷ is a ܰ ௧௥Υ − ଵܶspace.  
 
Theorem 4.10: Let ே݂೟ೝ : (ܷ, ߬ே೟ೝ) ⟶ (ܸ,   .ே೟ೝ) be a function between two neutrosophic topological spacesߩ
(i) If ே݂೟ೝis ௧ܰ௥Υ −open bijective and (ܷ, ߬ே೟ೝ) is ௧ܰ௥ ଵܶ, then (ܸ, ே೟ೝ) is ௧ܰ௥Υߩ − ଵܶ. 
(ii) If ே݂೟ೝ is one-one, ௧ܰ௥Υ −continuous and (ܸ,ߩே೟ೝ) is ௧ܰ௥ ଵܶ, then (ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ − ଵܶ. 
(iii)If ே݂೟ೝ is one-one, ௧ܰ௥Υ −irresolute and (ܸ, ே೟ೝ) is ௧ܰ௥Υߩ − ଵܶ, then (ܷ, ߬ே೟ೝ)is ௧ܰ௥Υ − ଵܶ. 
Proof:  
(i) Let ݒଵೌ,್ ,೎  and ݒଶೌ, ,್೎ ଵݒ, ≠ ଶ be any two ௧ܰ௥ܲ in ܸ. Since ே݂೟ೝ is bijective, there existsݒ ௧ܰ௥ܲݑଵೌ,್,೎ and ݑଶ ,ೌ್,೎, ଵݑ ≠  ଶݑ
inܷ such that ே݂೟ೝ൫ݑଵ ,ೌ್,೎

൯ = ଵݒ ,ೌ್,೎
 and  ே݂೟ೝ൫ݑଶ ,ೌ್,೎

൯ = ଶݒ ,ೌ್,೎
. Now, since ܷ is ௧ܰ௥ ଵܶ, there exist ௧ܰ௥ܱܵܮ and ܯ in  ܷ such 

that ݑଵೌ,್,೎
∈ ଶೌ,್,೎ݑ,ܮ

∉ ଵೌݑ and ܮ ,್ ,೎
∉ ,ܯ ,ଶೌݑ ,್೎

∈ Since ே݂೟ೝ .ܯ  is ௧ܰ௥Υ −open, ே݂೟ೝ(ܮ)and ே݂೟ೝ(ܯ) are ௧ܰ௥Υܱ in ܸ. Also, 
ଵೌ,್,೎ݑ

∈ ܮ ⟹ ே݂೟ೝ൫ݑଵೌ, ,್೎
൯ ∈ ே݂೟ೝ(ܮ) ଵೌ,್,೎ݒ⟹

∈ ே݂೟ೝ(ܮ) and ݑଶೌ, ,್೎
∉ ܮ ⟹ ଶೌ,್,೎ݒ

∉ ே݂೟ೝ(ܮ). Similarly, ݒଵೌ,್,೎
∉ ே݂೟ೝ(ܯ)and 

್,ଶೌݒ ,೎
∈ ே݂೟ೝ(ܯ).   Hence, for any two ௧ܰ௥ܲݒଵೌ, ,್೎

 and ݒଶೌ,್,೎
, ଵݒ ≠ ଶ in ܸ, there exists ௧ܰ௥Υܱܵݒ ே݂೟ೝ(ܮ) in ܸ such that 

್,ଵೌݒ ,೎
∈ ே݂೟ೝ(ܮ), ,ଶೌݒ ,್೎

∉ ே݂೟ೝ(ܮ) and ݒଵೌ,್,೎
∉ ே݂೟ೝ(ܯ),ݒଶೌ, ,್೎

∈ ே݂೟ೝ(ܯ). Therefore, ܸ is ௧ܰ௥Υ − ଵܶ. 
(ii) Let ݑଵ ,ೌ್,೎

 and ݑଶೌ, ,್೎
ଵݑ, ≠ ଶ be any two ௧ܰ௥ܲ in ܷ. Since ே݂೟ೝݑ  is one-one, there exists ௧ܰ௥ܲݒଵೌ,್,೎

 and ݒଶೌ,್,೎
 in ܸ such 

that ே݂೟ೝ൫ݑଵ ,ೌ್,೎
൯ = ଵݒ ,ೌ್,೎

, ே݂೟ೝ൫ݑଶ ,ೌ್,೎
൯ = ଶݒ ,ೌ್,೎

 and ݒଵ ≠ ,ଵೌݑ ଶ. Henceݒ ,್೎
= ே݂೟ೝ

ିଵ(ݒଵ ,ೌ್,೎
) and ݑଶೌ, ,್೎

= ே݂೟ೝ
ିଵ൫ݒଶೌ,್,೎

൯. Now, 
since ܸ is ௧ܰ௥ ଵܶ, there exist ௧ܰ௥ܱܵܮ and ܯ in  ܸ such that ݒଵ ,ೌ್,೎

∈ ଶೌ,್,೎ݒ,ܮ
∉ ଵݒ and ܮ ,ೌ್,೎

∉ ,ܯ ,ଶೌݒ ,್೎
∈  Again, since .ܯ

ே݂೟ೝ is ௧ܰ௥Υ −continuous, ே݂೟ೝ
ିଵ(ܮ) and ே݂೟ೝ

ିଵ(ܯ) are ௧ܰ௥Υܱ in ܷ. Also, ݒଵೌ,್,೎ ∈ ܮ ⟹ ே݂೟ೝ
ିଵ൫ݒଵ ,ೌ್,೎൯ ∈ ே݂೟ೝ

ିଵ(ܮ) ଵೌ,್,೎ݑ⟹ ∈

ே݂೟ೝ
ିଵ(ܮ) and ݒଶೌ, ,್೎

∉ ܮ ⟹ ,ଶೌݑ ,್೎
∉ ே݂೟ೝ

ିଵ(ܮ). Similarly, ݒଵೌ, ,್೎
∉ ⟹ ܯ ଵݑ ,ೌ್,೎

∉ ே݂೟ೝ
ିଵ(ܯ)and ݒଶ ,ೌ್,೎

∈ ܯ ⟹ ଶೌ,್,೎ݑ
∈ ே݂೟ೝ

ିଵ(ܯ). 
Hence, for any two ௧ܰ௥ܲݑଵ ,ೌ್,೎ and ݑଶೌ,್,೎ ଵݑ, ≠ ଶ in ܷ, there existݑ ௧ܰ௥Υܱܵ ே݂೟ೝ

ିଵ(ܮ) and ே݂೟ೝ
ିଵ(ܯ) in ܷ such that ݑଵ ,ೌ್,೎ ∈

ே݂೟ೝ
ିଵ(ܮ),ݑଶ ,ೌ್,೎

∉ ே݂೟ೝ
ିଵ(ܮ) and ݑଵೌ,್,೎

∉ ே݂೟ೝ
ିଵ(ܯ), ଶݑ ,ೌ್,೎

∈ ே݂೟ೝ
ିଵ(ܯ). Therefore, ܷ is ௧ܰ௥Υ − ଵܶ. 

(iii) Proof is similar to (ii). 
 
Neutrosophic ળ−  ૛ Spacesࢀ
Definition 5.1: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is said to be ௧ܰ௥Υ − ଶܶ or ௧ܰ௥Υ −hausdorff if for every pair 
of ௧ܰ௥ܲݑ௔,௕,௖and ݒ௔ᇲ,௕ᇲ,௖ᇲ ݑ, ≠ ௔,௕,௖ݑ in (ܷ,߬ே೟ೝ) such that ܯ and ܮthere exist ௧ܰ௥Υܱܵ ,ݒ ∈ ,ܮ ௔ᇲ,௕ᇲ,௖ᇲݒ ∈ ܮ and ܯ ܯ∩ =
0ே೟ೝ . 
 
Example 5.2: Let ܷ = ,ݑ} ,{ݒ ߬ே೟ೝ = {0ே೟ೝ , ,ଵܮ ,ଶܮ 1ே೟ೝ} where ܮଵ = {< ,ݑ 1,1,0 >< ,ݒ 0,0,1 >} and ܮଶ = {< ,ݑ 0,0,1 ><
,ݒ 1,1,0 >}.Clearly, (ܷ, ߬ே೟ೝ) is a ௧ܰ௥Υ − ଶܶ space. 
Theorem 5.3: Every ௧ܰ௥Υ − ଶܶ space ௧ܰ௥Υ − ଵܶ. 
Proof:Let ݑ௔,௕,௖ , ௔ᇲ,௕ᇲ,௖ᇲݒ ݑ, ≠ be any two ௧ܰ௥ܲ in ܷ. Since ܷ is ௧ܰ௥Υ ݒ − ଶܶ, there exist ௧ܰ௥Υܱܵܮ and ܯ in (ܷ, ߬ே೟ೝ) such 
that ݑ௔,௕,௖ ∈ ௔ᇲ,௕ᇲ,௖ᇲݒ,ܮ ∈ ܮ and ܯ ܯ∩ = 0ே೟ೝ . Since ݑ௔,௕,௖ ∈ ܮ and ܮ ܯ∩ = 0ே೟ೝ , ௔,௕,௖ݑ ∉ ௔ᇲ,௕ᇲ,௖ᇲݒ ,Similarly .ܯ ∉  Hence .ܮ
there exist ௧ܰ௥Υܱܵܮ and ܯ in (ܷ, ߬ே೟ೝ) such that ݑ௔,௕,௖ ∈ ௔ᇲ,௕ᇲ,௖ᇲݒ,ܮ ∉ ௔,௕,௖ݑ and ܮ ∉ ,ܯ ௔ᇲ,௕ᇲ,௖ᇲݒ ∈  Therefore ܷ is .ܯ
௧ܰ௥Υ − ଵܶ. 

The following example substantiates that the inverse of the above theorem need not be true.  
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Example 5.4: Consider example 4.4 in which the neutrosophic topological space (ܷ, ߬ே೟ೝ)is ௧ܰ௥Υ − ଵܶ. Now, 
forݑ଴.ହ,଴.ଶ,଴.଻and ݒ଴.ଶ,଴.଼ ,଴.ସ in ܷ, there exist ௧ܰ௥Υܱܵܮ = {< ,ݑ 0.5,0.3,0.2 >< ,ݒ 0.4,0.3,0.2 >} and ܯ = {< ,ݑ 0.4,0.7,0.2 ><
,ݒ 0.5,0.9,0.2 >} such that  ݑ଴.ହ,଴.ଶ,଴.଻ ∈ ଼.଴.ଶ,଴ݒܮ ,଴.ସ ∉ ଴.ହ,଴.ଶ,଴.଻ݑ and ܮ ∉ ଴.ଶ,଴.଼,଴.ସݒ,ܯ ∈ ܮ ,However .ܯ ܯ∩ ≠ 0ே೟ೝ . 
Therefore ܷ is not ௧ܰ௥Υ − ଶܶ. 
 
Definition 5.5: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is said to be ௧ܰ௥Υ − ݍ ଶܶ or ௧ܰ௥Υ −quasi hausdorff if for 
every pair of ௧ܰ௥ܲݑ௔,௕,௖and ݒ௔ᇲ,௕ᇲ,௖ᇲ , ݑ ≠ there exist ,ݒ ௧ܰ௥Υܱܵܮ and ܯ in (ܷ, ߬ே೟ೝ) such that ݑ௔,௕,௖ ∈ ,ܮ ௔ᇲ,௕ᇲ,௖ᇲݒ ∈  and ܯ
 .ܯ෤ݍܮ
 
Example 5.6: Let ܷ = ,{ݒ,ݑ} ߬ே೟ೝ = {0ே೟ೝ , ,ସܮ,ଷܮ,ଶܮ,ଵܮ 1ே೟ೝ} where ܮଵ = {< ,ݑ 0.3,0.8,0.4 >< ,ݒ 0,0,1 >}, ଶܮ =
{< ,ݑ 0,0.9,1 >< ,ݒ 0.4,0.2,0.1 ଷܮ,{< = {< ,ݑ 0,0.8,1 >< ,ݒ 0,0,1 >}and ܮସ = {< ,ݑ 0.3,0.9,0.4 >< ,ݒ 0.4,0.2,0.1 >}.Clearly, 
(ܷ, ߬ே೟ೝ) is a ௧ܰ௥Υ − ݍ ଶܶ space. 
 
Theorem 5.7: Every ௧ܰ௥ ଶܶ −space is ௧ܰ௥Υ − ݍ ଶܶ. 
Proof: Proof  follows from theorem 2.7  
However, the ensuing example reveals that the reverse implication need not hold. 
Example 5.8: Let ܷ = ,ݑ} ே೟ೝ߬,{ݒ = {0ே೟ೝ , ,ଷܮ,ଶܮ,ଵܮ 1ே೟ೝ } where ܮଵ = {< ,ݑ 0.3,0.4,0.1 >< ,ݒ 0,0,1 ଶܮ,{< = {< ,ݑ 0,0,1 ><
,ݒ 0.4,0.2,0.1 ଷܮ,{< = {< ,ݑ 0.3,0.4,0.1 >< ,ݒ 0.2,0.4,0.1 >}. Clearly, (ܷ, ߬ே೟ೝ)is ௧ܰ௥Υ − ݍ ଶܶ . Now, for  ݑ଴.ସ,଴.ଵ,଴.଺  and 
ܯ଴.ଶ,଴.଻,଴.ଷ in ܷ, there exists ௧ܰ௥Υܱܵݒ = {< ,ݑ 0.5,0.4,0.1 >< ,ݒ 0,0,1 >},ܰ = {< ,ݑ 0,0,1 >< ,ݒ 0.4,0.9,0.1 >} such that 
଴.ସ,଴.ଵ,଴.଺ݑ ∈ ,ܯ ଴.ଶ,଴.଻,଴.ଷݒ ∈ ܰ andݍܯ෤ܰ.However, there exists no ௧ܰ௥ܱܵܮ௜ ଴.ସ,଴.ଵ,଴.଺ݑ ௝ in ܷ such thatܮ, ∈ ௜ܮ ଴.ଶ,଴.଻,଴.ଷݒ, ∈  ௝ܮ
and ܮ௜ݍ෤ܮ௝for some݅, ݆ = 1,2,3. Hence (ܷ, ߬ே೟ೝ) is not ௧ܰ௥ ଶܶ − space.   
 
Theorem 5.9: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ − ݍ ଶܶ if and only if for every ௧ܰ௥ܲݒ௔ᇲ,௕ᇲ,௖ᇲ distinct 
from ݑ௔,௕,௖, there exists ௧ܰ௥Υܱܵܮ containing ݑ௔,௕,௖ such that ݒ௔ᇲ,௕ᇲ,௖ᇲݍො ௧ܰ௥Υ݈ܿ(ܮ). 
Proof: Let ܷ be a ௧ܰ௥Υ − ݍ ଶܶ space and ݑ௔,௕,௖ ௔ᇲ,௕ᇲ,௖ᇲbe ௧ܰ௥ܲ in ܷ.  Since ܷ is ௧ܰ௥Υݒ, − ݍ ଶܶ and ݑ ≠  there exists ,ݒ
௧ܰ௥Υܱܵܮ and ܯ in ܷ such that ݑ௔,௕,௖ ∈ ௔ᇲ,௕ᇲ,௖ᇲݒ,ܮ ∈ ܮ⟹ ܯොݍܮ.ܯොݍܮ and ܯ ⊆ ௖ܯ  ⟹ ௧ܰ௥Υ݈ܿ(ܮ) ⊆ ௖ܯ ܯ⟹  ⊆

൫ ௧ܰ௥Υ݈ܿ(ܮ)൯௖ ௔ᇲ,௕ᇲ,௖ᇲݒ⟹   ∈ ( ௧ܰ௥Υ݈ܿ(ܮ))௖. Hence ݒ௔ᇲ,௕ᇲ,௖ᇲݍො ௧ܰ௥Υ݈ܿ(ܮ). Conversely, suppose for every ௧ܰ௥ܲݒ௔ᇲ,௕ᇲ,௖ᇲ distinct 
from ݑ௔,௕,௖, there exists ௧ܰ௥Υܱܵܮ such thatݑ௔,௕,௖ ∈ ොݍ௔ᇲ,௕ᇲ,௖ᇲݒand ܮ ௧ܰ௥Υ݈ܿ(ܮ). Then, for every pair of ௧ܰ௥ܲݑ௔,௕,௖ and 
௔ᇲ,௕ᇲ,௖ᇲݒ ݑ, ≠ ܯ and ܮthere exist ௧ܰ௥Υܱܵ ,ݒ = ( ௧ܰ௥Υ݈ܿ(ܮ))௖ such that ݑ௔,௕,௖ ∈ ௔ᇲ,௕ᇲ,௖ᇲݒ ,ܮ ∈ ܮ and ܯ ⊆ ௖ܯ . Hence ܷ is a 
௧ܰ௥Υ − ݍ ଶܶ space. 

 
Theorem 5.10: Let ே݂೟ೝ : (ܷ, ߬ே೟ೝ) ⟶ (ܸ,   .ே೟ೝ) be a function between two neutrosophic topological spacesߩ
(i)If ே݂೟ೝis ௧ܰ௥Υ −open bijective and (ܷ, ߬ே೟ೝ) is ௧ܰ௥ ଶܶ, then (ܸ, ே೟ೝ) is ௧ܰ௥Υߩ − ଶܶ. 
(ii) If ே݂೟ೝ is one-one, ௧ܰ௥Υ −continuous and (ܸ,ߩே೟ೝ) is ௧ܰ௥ ଶܶ, then (ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ − ଶܶ. 
(iii) If ே݂೟ೝ is one-one, ௧ܰ௥Υ −irresolute and (ܸ, ே೟ೝ) is ௧ܰ௥Υߩ − ଶܶ,then (ܷ, ߬ே೟ೝ)is ௧ܰ௥Υ − ଶܶ. 
 
Proof: 
(i) Let ݒଵೌ,್ ,೎  and ݒଶೌ, ,್೎ ଵݒ, ≠ ଵೌ,್,೎ݑଶ be any two ௧ܰ௥ܲ in ܸ. Since ே݂೟ೝ is bijective, there exists ௧ܰ௥ܲݒ  and ݑଶೌ,್,೎,ݑଵ ≠  ଶݑ
inܷ such that ே݂೟ೝ൫ݑଵ ,ೌ್,೎

൯ = ଵݒ ,ೌ್,೎
 and  ே݂೟ೝ൫ݑଶ ,ೌ್,೎

൯ = ଶೌ,್,೎ݒ
. Now, since ܷ is ௧ܰ௥ ଶܶ, there exist ௧ܰ௥ܱܵܮ and ܯ in  ܷ such 

that ݑଵೌ,್,೎
∈ ଶೌ,್,೎ݑ,ܮ

∈ ܮ and ܯ ܯ∩ = 0ே೟ೝ . Since ே݂೟ೝ is ௧ܰ௥Υ −open, ே݂೟ೝ(ܮ)and ே݂೟ೝ(ܯ) are ௧ܰ௥Υܱ in ܸ.Also, ݑଵ ,ೌ್,೎
∈

ܮ ⟹ ே݂೟ೝ൫ݑଵ ,ೌ್,೎
൯ ∈ ே݂೟ೝ(ܮ) ⟹ ್,ଵೌݒ ,೎

∈ ே݂೟ೝ(ܮ) and ݑଶ ,ೌ್,೎
∈ ܯ ⟹ ଶೌ,್,೎ݒ

∈ ே݂೟ೝ(ܯ).Hence, for any two ௧ܰ௥ܲݒଵೌ, ,್೎
 and 

್,ଶೌݒ ,೎
ଵݒ, ≠ ଶ in ܸ, there exist ௧ܰ௥Υܱܵݒ ே݂೟ೝ(ܮ)and ே݂೟ೝ(ܯ) in ܸ such that ݒଵೌ,್,೎

∈ ே݂೟ೝ(ܮ),ݒଶೌ, ,್೎
∈ ே݂೟ೝ(ܯ)and ே݂೟ೝ(ܮ)∩

ே݂೟ೝ(ܯ) = 0ே೟ೝ .  Therefore, ܸ is ௧ܰ௥Υ − ଶܶ. 
(ii)Let ݑଵೌ ,್ ,೎

 and ݑଶೌ,್,೎
, ଵݑ ≠ ଶ be any two ௧ܰ௥ܲ in ܷ. Since ே݂೟ೝݑ  is one-one, there exists ௧ܰ௥ܲݒଵೌ,್,೎

 and ݒଶೌ,್,೎
 in ܸ such 

that ே݂೟ೝ൫ݑଵ ,ೌ್,೎൯ = ଵݒ ,ೌ್,೎, ே݂೟ೝ൫ݑଶೌ,್,೎൯ = ್,ଶೌݒ ,೎  and ݒଵ ≠ ,ଵೌݑ ,ଶ.Thenݒ ,್೎ = ே݂೟ೝ
ିଵ(ݒଵ ,ೌ್,೎) and ݑଶೌ,್,೎ = ே݂೟ೝ

ିଵ൫ݒଶ ,ೌ್,೎൯. Now, since 
ܸ is ௧ܰ௥ ଶܶ, there exist ௧ܰ௥ܱܵܮ and ܯ in  ܸ such that ݒଵೌ,್,೎

∈ ,ܮ ଶݒ ,ೌ್,೎
∈ ܮ and ܯ ܯ∩ = 0ே೟ೝ .Again, since ே݂೟ೝ  is 

௧ܰ௥Υ −continuous, ே݂೟ೝ
ିଵ(ܮ) and ே݂೟ೝ

ିଵ(ܯ) are ௧ܰ௥Υܱ in ܷ. Also, ݒଵೌ,್ ,೎ ∈ ܮ ⟹ ே݂೟ೝ
ିଵ൫ݒଵೌ,್,೎൯ ∈ ே݂೟ೝ

ିଵ(ܮ) ଵೌ,್,೎ݑ⟹ ∈ ே݂೟ೝ
ିଵ(ܮ). 

Similarly, ݒଶೌ,್ ,೎
∈ ⟹ ܯ ଶݑ ,ೌ್,೎

∈ ே݂೟ೝ
ିଵ(ܯ). Hence, for any two ௧ܰ௥ܲݑଵೌ,್,೎

 and ݑଶ ,ೌ್,೎
, ଵݑ ≠  ଶ in ܷ, there existݑ
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௧ܰ௥Υܱܵ ே݂೟ೝ
ିଵ(ܮ) and ே݂೟ೝ

ିଵ(ܯ) in ܷ such that ݑଵೌ,್,೎ ∈ ே݂೟ೝ
ିଵ(ܮ),ݑଶೌ,್,೎ ∈ ே݂೟ೝ

ିଵ(ܯ) and ே݂೟ೝ
ିଵ(ܮ)∩ ே݂೟ೝ

ିଵ(ܯ) = 0ே೟ೝ .  Therefore, ܷis 
௧ܰ௥Υ − ଶܶ. 

(iii) Proof is similar to (ii). 
 
Theorem 5.11: Let (ܷ, ߬ே೟ೝ) be a ௧ܰ௥Υ − ௜ܶ  (݅ = 0,1,2) space in which the class of all ௧ܰ௥Υܱܵ is closed under finite 
intersection. Then every neutrosophic open subspace of  (ܷ, ߬ே೟ೝ) is also a ௧ܰ௥Υ − ௜ܶ  (݅ = 0,1,2) space. 
Proof: We shall prove for ݅ = 0.The other cases(݅ = 1, 2) can be proved in a similar way. 
Let (ܵ, ߬ே೟ೝ

ௌ ) be a neutrosophic open subspace of ൫ܷ, ߬ே೟ೝ൯,ݑ௔,௕,௖ and ݒ௔ᇲ,௕ᇲ,௖ᇲ , ݑ ≠  ௔,௕,௖ andݑ be any two ௧ܰ௥ܲin ܵ. Then ݒ
௔ᇲ,௕ᇲ,௖ᇲݒ ݑ, ≠ are ௧ܰ௥ܲ in ܷ. Since ܷ is ௧ܰ௥Υ ݒ − ଴ܶ, there exists ௧ܰ௥Υܱܵܮ  in ܷ such that ݑ௔,௕,௖ ∈ ,ܮ ௔ᇲ,௕ᇲ,௖ᇲݒ ∉ ௔,௕,௖ݑ or ܮ ∉
,ܮ ௔ᇲ,௕ᇲ,௖ᇲݒ ∈ ௔,௕,௖ݑ Now, without loss of generality, let us assume that .ܮ ∈ ௔ᇲ,௕ᇲ,௖ᇲݒ,ܮ ∉  Then .ܮ
௔,௕,௖ݑ ∈ ܮ ∩ 1ே೟ೝ

ௌ andݒ௔ᇲ,௕ᇲ,௖ᇲ ∉ ܮ ∩ 1ே೟ೝ
ௌ . By theorem2.7, 1ே೟ೝ

ௌ is ௧ܰ௥Υܱ in ܷ and by hypothesis, ܮ ∩ 1ே೟ೝ
ௌ  is ௧ܰ௥Υܱ in ܷ. By 

theorem2.8, ܮ ∩ 1ே೟ೝ
ௌ  is ௧ܰ௥Υܱ in ܵ. Hence there exists ௧ܰ௥Υܱܵܮ ∩ 1ே೟ೝ

ௌ  in ܵ such that ݑ௔,௕,௖ ∈ ܮ ∩ 1ே೟ೝ
ௌ andݒ௔ᇲ,௕ᇲ,௖ᇲ ∉ ܮ ∩

1ே೟ೝ
ௌ . Therefore (ܵ, ߬ே೟ೝ

ௌ ) is ௧ܰ௥Υ − ଴ܶ.  
 In general, a neutrosophic set over a non-empty fixed set ܷ is of the formܮ = {< ,ݑ ,(ݑ)௅ߪ,(ݑ)௅ߤ (ݑ)௅ߛ ݑ:< ∈
ܷ} whereߤ௅(ݑ),ߪ௅(ݑ),ߛ௅(ݑ) ߳ [1,0]   . Henceforth, we consider the neutrosophic sets whose values are confined to 
the standard unit interval. Such a neutrosophic set ܮ is called a neutrosophic point denoted byݑ௔,௕,௖ if for any element 
ݒ ∈ ܷ, (ݒ)௅ߤ = (ݒ)௅ߪ,ܽ = ܾ, (ݒ)௅ߛ = ܿ for ݒ = (ݒ)௅ߤ and ݑ = (ݒ)௅ߪ,0 = (ݒ)௅ߛ,0 = for ݒ ≠ where 0 ,ݑ < ܽ ≤ 1, 0 < ܾ ≤
1 and 0 ≤ ܿ ≤ )௔,௕,௖ is called a neutrosophic crisp pointݑ  .1 ௧ܰ௥ܥ௣) if = 0,ܾ = 0,ܿ = 1.CITATION Ray \l 1033 (Ray G. 
C., 2021) 
Theorem 5.12: A neutrosophic topological space (ܷ, ߬ே೟ೝ) is ௧ܰ௥Υ − ଴ܶ if and only if   for every pair of ௧ܰ௥ܥ௣ݑଵ,ଵ,଴and 
ݑ,ଵ,ଵ,଴ݒ ≠  .ଵ,ଵ,଴൯ݒො ௧ܰ௥Υ݈ܿ൫ݍଵ,ଵ,଴ݒ and (ଵ,ଵ,଴ݒ)ො ௧ܰ௥Υ݈ܿݍଵ,ଵ,଴ݑ,ܷ in ݒ
 
Proof: Let ܷ be a ௧ܰ௥Υ − ଴ܶ space. Suppose both ݑଵ,ଵ,଴ݍො ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴) and ݒଵ,ଵ,଴ݍො ௧ܰ௥Υ݈ܿ൫ݒଵ,ଵ,଴൯ are false. Then 
(ଵ,ଵ,଴ݒ)௧ܰ௥Υ݈ܿ ݍ ଵ,ଵ,଴ݑ ,ଵ,ଵ,଴൯. Nowݑ௧ܰ௥Υ݈ܿ൫ ݍ ଵ,ଵ,଴ݒ and (ଵ,ଵ,଴ݒ)௧ܰ௥Υ݈ܿ ݍ ଵ,ଵ,଴ݑ ∌ ଵ,ଵ,଴ݑ⟹  ( ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴))௖ . This implies 
∌ ଵ,ଵ,଴ݑ ൫⋂൛ܮ ∶ ܮ ∈  ௧ܰ௥Υܥ൫ܷ, ߬ே೟ೝ൯ and ݒଵ,ଵ,଴ ∈ ൟ൯௖ܮ  ⟹ ∌ ଵ,ଵ,଴ݑ ⋃൛ܮ௖ ∶ ௖ܮ  ∈  ௧ܰ௥Υܱ൫ܷ, ߬ே೟ೝ൯andݒଵ,ଵ,଴ ∉  ௖ൟ. Hence thereܮ 
exists no  ௧ܰ௥Υܱܵܯ in ܷ such that ݑଵ,ଵ,଴ ∈ ∌ ଵ,ଵ,଴ݒ and ܯ  ଵ,ଵ,଴൯ensures that there exists noݑ௧ܰ௥Υ݈ܿ൫ ݍ ଵ,ଵ,଴ݒ ,Similarly .ܯ
 ௧ܰ௥Υܱܵܯ in ܷ such that ݑଵ,ଵ,଴ ∉ ∋ ଵ,ଵ,଴ݒ and ܯ  This is a contradiction to our hypothesis. Hence .ܯ
 ଵ,ଵ,଴൯. Letݒො ௧ܰ௥Υ݈ܿ൫ݍଵ,ଵ,଴ݒ and (ଵ,ଵ,଴ݒ)ො ௧ܰ௥Υ݈ܿݍଵ,ଵ,଴ݑ ଵ,ଵ,଴൯. Conversely, supposeݒො ௧ܰ௥Υ݈ܿ൫ݍଵ,ଵ,଴ݒ and (ଵ,ଵ,଴ݒ)ො ௧ܰ௥Υ݈ܿݍଵ,ଵ,଴ݑ
௔ᇲ,௕ᇲ,௖ᇲݒ ௔,௕,௖andݑ , ݑ ≠ ଵ,ଵ,଴൯ݒො ௧ܰ௥Υ݈ܿ൫ݍଵ,ଵ,଴ݑ ,be any two ௧ܰ௥ܲin ܷ. Now ݒ ⟹ ଵ,ଵ,଴ݑ ∈  ( ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴))௖ . Then ݑ௔,௕,௖ ∈
 ( ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴))௖ . and it is obvious that ݒ௔ᇲ,௕ᇲ,௖ᇲ ∉  ( ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴))௖.  Since  ௧ܰ௥Υ݈ܿ൫ݒଵ,ଵ,଴൯ is  ௧ܰ௥Υܥ, ( ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴))௖ is 
 ௧ܰ௥Υܱ. Hence there exists  ௧ܰ௥Υܱܵ ( ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴))௖  such that ݑ௔,௕,௖ ∈  ( ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴))௖  and ݒ௔ᇲ,௕ᇲ,௖ᇲ ∉
 ( ௧ܰ௥Υ݈ܿ(ݒଵ,ଵ,଴))௖ . Hence ܷ is a ௧ܰ௥Υ − ଴ܶ space.          
Theorem 5.13: If ൫ܷ, ߬ே೟ೝ൯ isa neutrosophic topological space in which every ௧ܰ௥ܲis ௧ܰ௥Υܥ, then (ܷ, ߬ே೟ೝ) is a ௧ܰ௥Υ − ଵܶ 
space.  
Proof: Let ݑ௔,௕,௖and ݒ௔ᇲ,௕ᇲ,௖ᇲ ݑ, ≠ ݑ be any two ௧ܰ௥ܲ in ܷ. Since ݒ ≠ ௔,௕,௖ݑ,ݒ ∈ ௖(ଵ,ଵ,଴ݒ) . By assumption, ݒଵ,ଵ,଴is ௧ܰ௥Υܥ. 
Therefore (ݒଵ,ଵ,଴)௖ is ௧ܰ௥Υܱ in ܷ and obviously ݒ௔ᇲ,௕ᇲ,௖ᇲ ∉ ௖(ଵ,ଵ,଴ݒ) .Hence there exists a ௧ܰ௥Υܱܵ(ݒଵ,ଵ,଴)௖  such that 
௔,௕,௖ݑ ∈ ,௖(ଵ,ଵ,଴ݒ) ௔ᇲ,௕ᇲ,௖ᇲݒ ∉ ௖(ଵ,ଵ,଴ݒ) . Similarly, there exists a ௧ܰ௥Υܱܵ(ݑଵ,ଵ,଴)௖  such that ݑ௔,௕,௖ ∉ ௖(ଵ,ଵ,଴ݑ) , ௔ᇲ,௕ᇲ,௖ᇲݒ ∈
,ܷ) ௖. Hence(ଵ,ଵ,଴ݒ) ߬ே೟ೝ) is ௧ܰ௥Υ − ଵܶ. 
Remark 5.14: In particular, a neutrosophic topological space is ௧ܰ௥Υ − ଵܶ if every ௧ܰ௥ܥ௣in the space is ௧ܰ௥Υ −closed.   
Theorem 5.15: Let ൫ܷ, ߬ே೟ೝ൯ be a ௧ܰ௥Υ − ݍ ଶܶ space if and only if for every ௧ܰ௥ܲݑ௔,௕,௖ in ܷ,⋂൛ ௧ܰ௥Υ݈ܿ(ܮ): ݑ௔,௕,௖ ∈
ܮ ݀݊ܽ ܮ ∈ ௧ܰ௥Υܱ൫ܷ, ߬ே೟ೝ൯ൟ = ௣,௤,௥ݑ ,ܽ ≤ ;݌ ܾ ≤ ;ݍ ܿ ≥  .ݎ
Proof: Let ܷ be a ௧ܰ௥Υ − ݍ ଶܶ space and ݑ௔,௕,௖ ,ଵ,ଵ,଴ݒ, ݑ ≠  ܮbe ௧ܰ௥ܲ in ܷ. Then, by theorem 5.9, there exists a ௧ܰ௥Υܱܵ ݒ
containing ݑ௔,௕,௖ such that ݒଵ,ଵ,଴ݍො ௧ܰ௥Υ݈ܿ(ܮ).  This impliesݒଵ,ଵ,଴ ∈ ൫ ௧ܰ௥Υ݈ܿ(ܮ)൯௖  ⟹ ଵ,ଵ,଴ݒ ∩ ௧ܰ௥Υ݈ܿ(ܮ) = 0ே೟ೝ ⟹ ௔ᇲ,௕ᇲ,௖ᇲݒ ∩
௧ܰ௥Υ݈ܿ(ܮ) = 0ே೟ೝ ⟹ ௔ᇲ,௕ᇲ,௖ᇲݒ ∉ ௧ܰ௥Υ݈ܿ(ܮ). Hence for every ௧ܰ௥ܲݒ௔ᇲ,௕ᇲ,௖ᇲ  distinct from 

௔,௕,௖ݑ ௔ᇲ,௕ᇲ,௖ᇲݒ, ∉ ⋂൛ ௧ܰ௥Υ݈ܿ(ܮ): ݑ௔,௕,௖ ∈ ܮ ݀݊ܽ ܮ ∈ ௧ܰ௥Υܱ൫ܷ, ߬ே೟ೝ൯ൟ Obviously, ݑ௔,௕,௖ ∈ ⋂൛ ௧ܰ௥Υ݈ܿ(ܮ): ݑ௔,௕,௖ ∈ ݊ܽ ܮ ܮ݀  ∈
௧ܰ௥Υܱ൫ܷ, ߬ே೟ೝ൯ൟ since ݑ௔,௕,௖ ∈ Therefore ⋂൛ .ܮ ௧ܰ௥Υ݈ܿ(ܮ): ݑ௔,௕,௖ ∈ ܮ ݀݊ܽ ܮ ∈ ௧ܰ௥Υܱ൫ܷ, ߬ே೟ೝ൯ൟ = ,௣,௤,௥ݑ ܽ ≤ ;݌ ܾ ≤ ;ݍ ܿ ≥  .ݎ

The converse part can be proved by retracing the above steps.     
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Theorem 5.16: Let (ܷ, ߬ே೟ೝ) be a ௧ܰ௥Υ − ଶܶ space in which every ௧ܰ௥ܥ௣is ௧ܰ௥Υܱ. Then the following assertions hold 
(i) for every ௧ܰ௥ܲݒ௔ᇲ,௕ᇲ,௖ᇲ distinct from ݑ௔,௕,௖, there exists a ௧ܰ௥Υܱܵܮ containing ݑ௔,௕,௖ such that ݒ௔ᇲ,௕ᇲ,௖ᇲݍො ௧ܰ௥Υ݈ܿ(ܮ). 
(ii)⋂൛ ௧ܰ௥Υ݈ܿ(ܮ): ݑ௔,௕,௖ ∈ ܮ ݀݊ܽ ܮ ∈ ௧ܰ௥Υܱ൫ܷ, ߬ே೟ೝ൯ൟ = ,௣,௤,௥ݑ ܽ ≤ ܾ;݌ ≤ ;ݍ ܿ ≥  .ܷ ௔,௕,௖ inݑ for every,ݎ
 
Proof: (i) Since ܷ is ௧ܰ௥Υ − ଶܶ space, for every pair of ௧ܰ௥ܲݑ௔,௕,௖  , ௔ᇲ,௕ᇲ,௖ᇲݒ , ݑ ≠  ଵ,ଵ,଴ݒ and ܮin ܷ, there exists ௧ܰ௥Υܱܵ ݒ
such that ݑ௔,௕,௖ ∈ ,ܮ ௔ᇲ,௕ᇲ,௖ᇲݒ ∈ ଵ,ଵ,଴ݒ  and                           ܮ ∩ ଵ,ଵ,଴ݒ = 0ே೟ೝ . Since ݒଵ,ଵ,଴ is ௧ܰ௥Υܱ, ݒଵ,ଵ,଴

௖ is ௧ܰ௥Υܥ andܮ ⊆
ଵ,ଵ,଴ݒ

௖.                                     This implies ௧ܰ௥Υ݈ܿ(ܮ) ⊆ ଵ,ଵ,଴ݒ
௖ ଵ,ଵ,଴ݒ⟹ ⊆ ( ௧ܰ௥Υ݈ܿ(ܮ))௖ ⟹ ௔ᇲ,௕ᇲ,௖ᇲݒ ∈ ( ௧ܰ௥Υ݈ܿ(ܮ))௖ . Hence 

ොݍ௔ᇲ,௕ᇲ,௖ᇲݒ ௧ܰ௥Υ݈ܿ(ܮ). 
(ii) Proof is similar to theorem 5.15. 
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INTRODUCTION 
 
Euler initiated the development of graph theory. Zadeh [1] introduced fuzzy set concept. Rosenfeld [2] created the 
idea of fuzzy graphs in 1975. Atanassov [3] introduced intuitionistic fuzzy sets. R.Parvathi [4] developed 
Intuitionistic fuzzy graph (IFG). The Hesitancy fuzzy graph concept was created by Pathinathan [5]. Intuitionistic 
hesitancy fuzzy graphs (IHFG) concept was discussed in [6,7]. We define the alpha product (ߙ-product) of two HFGs 
and IHFGs.The degree to which a vertex is hesitant in a HFG is determined by its membership (MS) and non-
membership (NMS) degree. Conversely, in an IHFG, the degree to which a vertex is hesitant is not related to its 
degree of MS and NMS. We establish that, for two strong HFGs, theirߙ-productis not necessarily be a strong HFG. 
But, in the case of strong IHFGs, their ߙ-product is a strong IHFG. If two IHFGs have a strong ߙ-product, then at 
least one of the IHFG will be strong.  
 
Preliminaries 
Definition 2.1. [6] A HFG is ܩ: ,ߪ,ܧ,ܸ) ߪ ,the set of vertices ܸ ,(ߤ = ߤ ,(ଵ,߯ଵ,߰ଵߞ) = ܸ:ଵ,߯ଵ,߰ଵߞ and (ଶ,߯ଶ,߰ଶߞ) ⟶
[0,1]indicates MS, NMS, hesitancy degree of ݒ ∈ ܸ, 
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(ݒ)ଵߞ + ߯ଵ(ݒ) +߰ଵ(ݒ) = 1 where  ߰ଵ(ݒ) = 1− (ݒ)ଵߞ] + ߯ଵ(ݒ)] 
ܸ:ଶ,߯ଶ,߰ଶߞ × ܸ ⟶ [0,1]indicates MS, NMS, hesitancy degree of   ݔ, 
(ݔ)ଶߞ ≤ (ݑ)ଵߞ ∧ (ݔ)ଶ߯(ݒ)ଵߞ ≤ ଵ߯(ݑ) ∨ ߯ଵ(ݒ)߰ଶ(ݔ) ≤ ߰ଵ(ݑ) ∧ ߰ଵ(ݒ)0 ≤ (ݔ)ଶߞ + ߯ଶ(ݔ) +߰ଶ(ݔ) ≤ ݔ ∀,1 = ,ݑ) (ݒ ∈ ܸ × ܸ,                                                                              
∧ and ∨ represents minimum and maximum respectively. 
 
Definition 2.2.[6] IHFG isܩఈ: ߪ ,(ߤ,ߪ,ܧ,ܸ) = ߤ  ,(ଵ,߯ଵ,߰ଵߞ) =   ,(ଶ,߯ଶ,߰ଶߞ)

0 ≤ (ݒ)ଵߞ + ߯ଵ(ݒ) + ߰ଵ(ݒ) ≤ 1 
(ݔ)ଶߞ ≤ (ݑ)ଵߞ ∧ (ݔ)ଶ߯(ݒ)ଵߞ ≤ ଵ߯(ݑ) ∨ ߯ଵ(ݒ)߰ଶ(ݔ) ≤ ߰ଵ(ݑ) ∧ ߰ଵ(ݒ)0 ≤ (ݔ)ଶߞ + ߯ଶ(ݔ) +߰ଶ(ݔ) ≤ 1, for all ݔ = ,ݑ)  .(ݒ
Remark 2.3. [6] A HFG is an IHFG. But, an IHFG does not have to be a HFG. ܩ in figure 1 is a HFG with   ߞଵ(ݑ௜) +
߯ଵ(ݑ௜) + ߰ଵ(ݑ௜) = 1, ∀݅,where ߰ଵ(ݑ௜) = 1 − (௜ݑ)ଵߞ] + ߯ଵ(ݑ௜)].ܩ is also an IHFG.                                                                                                             
ఈis an IHFG since, 0ܩ ≤ (௜ݒ)ଵߞ + ߯ଵ(ݒ௜) +߰ଵ(ݒ௜) ≤ 1,∀݅.  But, ܩఈ is not a HFG. 
 
Definition 2.4.[6]  ܩ or  ܩఈ is  
(ݔ)ଶߞ  strong if-ߞ = (ݑ)ଵߞ ∧ (ݔ)strong if  ߯ଶ-߯(1)  (ݒ)ଵߞ = ଵ߯(ݑ) ∨ ߯ଵ(ݒ)(2) ߰-strong if  ߰ଶ(ݔ) = ߰ଵ(ݑ) ∧ ߰ଵ(ݒ),           (3)  
for all ݔ = ,ݑ) (ݒ ∈  .ఈ is strong if it satisfies (1), (2) and (3)ܩ  or ܩ.ܧ
Example 2.5. Strong HFG ܩ and strong IHFG ܩఈare shown in figure 2.  
 
MAIN RESULTS 
 
Definition 3.1.Let ܩଵ = ௑ܧ,ܺ) ଶܩ ,(ߤ,ߪ, = ൫ܻ,ܧ௒,ߤ,′ߪ′൯ with  ߪ = ߤ ,(ଵ,߯ଵ,߰ଵߞ) = ′ߪ ,(ଶ,߯ଶ,߰ଶߞ) = ′ଵߞ) ,߯ଵ′ ,߰ଵ′ ), 
′ߤ = ′ଶߞ) ,߯ଶ′ ,߰ଶ′ ) be two HFGs. Their ߙ-product  is  the HFG  ܩଵ ×ఈ ଶܩ = ൫ܺ × ܻ, ߪ,ܧ ×ఈ ,′ߪ ఈ× ߤ ܧ ,൯′ߤ = ⋃ ௜ସܧ

௜ୀଵ , 
ଵܧ = ଵݑ:ݓ} = ଶݓ,ଶݑ ∈ ଶܧ  ,{௒ܧ = :ݓ} ଵݒ = ଵݓ,ଶݒ ∈ ଷܧ ,{௑ܧ = ଵݓ:ݓ} ∈ ௑ܧ ଶݓ, ∉ ସܧ ,{௒ܧ = ଵݓ:ݓ} ∉ ଶݓ,௑ܧ ∈ ଵݓ,{௒ܧ =
ଶݓ,(ଶݑ,ଵݑ) = ,ଵݒ) ݓ ,(ଶݒ = ൫(ݑଵ, ,(ଵݒ ݔ  ൯.Then, for(ଶݒ,ଶݑ) =  ,(ݒ,ݑ)
൫ߞଵ ×ఈ (ݔ)ଵ′൯ߞ = (ݑ)ଵߞ ∧ ′ଵߞ ൫(ݒ) ଵ߯ ×ఈ ߯ଵ′ ൯(ݔ) = ߯ଵ(ݑ) ∨ ߯ଵ′ ൫߰ଵ(ݒ) ×ఈ ߰ଵ′൯(ݔ) = 1− (ݑ)ଵߞ] ∧ ′ଵߞ (ݒ) + ߯ଵ(ݑ) ∨ ߯ଵ′   ,[(ݒ)

൫ߞଶ ×ఈ ′ଶߞ ൯(ݓ) =

⎩
⎪
⎨

⎪
⎧ (ଵݑ)ଵߞ ∧ ′ଶߞ ,(ଶݓ) if  ݓ ∈ ଵܧ

′ଵߞ  (ଵݒ) ∧ ,(ଵݓ)ଶߞ if  ݓ ∈ ଶܧ
(ଵݓ)ଶߞ ∧ ′ଵߞ (ଵݒ) ∧ ,(ଶݒ)′ଵߞ if  ݓ ∈ ଷܧ
(ଵݑ)ଵߞ ∧ (ଶݑ)ଵߞ ∧ ′ଶߞ ,(ଶݓ) if  ݓ ∈ ସܧ

�   (4) 

൫߯ଶ ×ఈ ߯ଶ′ ൯(ݓ) =

⎩
⎪
⎨

⎪
⎧ ߯ଵ(ݑଵ) ∨ ߯ଶ′ ,(ଶݓ) if  ݓ ∈ ଵܧ

 ଵ߯
′ (ଵݒ) ∨ ߯ଶ(ݓଵ), if  ݓ ∈ ଶܧ

߯ଶ(ݓଵ) ∨ ߯ଵ′ (ଵݒ) ∨ ߯ଵ′ ,(ଶݒ) if  ݓ ∈ ଷܧ
ଵ߯(ݑଵ) ∨ ߯ଵ(ݑଶ) ∨ ߯ଶ′ ,(ଶݓ) if  ݓ ∈ ସܧ

� (5) 

൫߰ଶ ×ఈ ߰ଶ′ ൯(ݓ) =

⎩
⎪
⎨

⎪
⎧ ߰ଵ(ݑଵ) ∧ ߰ଶ′ ,(ଶݓ) if  ݓ ∈ ଵܧ

 ߰ଵ′ (ଵݒ) ∧ ߰ଶ(ݓଵ), if  ݓ ∈ ଶܧ
߰ଶ(ݓଵ) ∧ ߰ଵ′ (ଵݒ) ∧ ߰ଵ′ ,(ଶݒ) if  ݓ ∈ ଷܧ
߰ଵ(ݑଵ) ∧ ߰ଵ(ݑଶ) ∧ ߰ଶ′ ,(ଶݓ) if  ݓ ∈ ସܧ

�               (6) 

 
Remark 3.2.The ߙ-product   ܩଵ ×ఈ ଶܩ,ଵܩ ଶof strong HFGsܩ  may not result in a strong HFG. ܩଵ and  ܩଶ are two strong 
HFGs in figure 3 and figure 4 is their ߙ-product   ܩଵ ×ఈ   .ଶܩ

൫ߞଵ ×ఈ ,ଶݑ)ଵ′൯ߞ (ଶݒ = (ଶݑ)ଵߞ ∧ ′ଵߞ (ଶݒ) = 0.2 ∧ 0.3 = 0.2 
൫߯ଵ ×ఈ ߯ଵ′ ൯(ݑଶ,ݒଶ) = ߯ଵ(ݑଶ) ∨ ߯ଵ′ (ଶݒ) = 0.4 ∨ 0.4 = 0.4൫߰ଵ ×ఈ ߰ଵ′ ൯(ݑଶ,ݒଶ) = 1− (0.2 + 0.4) = 0.4൫ߞଵ ×ఈ (ଵݒ,ଶݑ)ଵ′൯ߞ =
0.2൫߯ଵ ×ఈ ߯ଵ′൯(ݑଶ, (ଵݒ = 0.4൫߰ଵ ×ఈ ߰ଵ′ ൯(ݑଶ,ݒଵ) = 1− (0.2 + 0.4) = 0.4For the edge ݖ = ൫(ݑଶ,ݒଵ),   ,൯ in figure 4(ଶݒ,ଶݑ)
since  ݖ ∈ ,ଵܧ ൫ߞଶ ×ఈ (ݖ)ଶ′൯ߞ = (ଶݑ)ଵߞ ∧ ′ଶߞ (ଶݓ) = 0.2൫߯ଶ ×ఈ ߯ଶ′ ൯(ݖ) = ߯ଵ(ݑଶ) ∨ ߯ଶ′ (ଶݓ) = 0.4൫߰ଶ ×ఈ ߰ଶ′ ൯(ݖ) = ߰ଵ(ݑଶ) ∧
߰ଶ′ (ଶݓ) = 0.3. Here, ܩଵ ×ఈ strong and ߯-strong.But, ൫߰ଶ-ߞଶisܩ ×ఈ ߰ଶ′ ൯(ݖ) ≠ ൫߰ଵ ×ఈ ߰ଵ′ ൯(ݑଶ,ݒଵ) ∧ ൫߰ଵ ×ఈ ߰ଵ′ ൯(ݑଶ,ݒଶ).                                                       
Thus, the alpha product is not ߰-strong. 
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Definition 3.3. Let ܩఈభ = ௑ܧ,ܺ) ,ߪ, ఈమܩ ,(ߤ = ൫ܻ,ܧ௒,ߤ,′ߪ′൯ with  ߪ = ߤ ,(ଵ,߯ଵ,߰ଵߞ) = ′ߪ ,(ଶ,߯ଶ,߰ଶߞ) = ′ଵߞ) , ଵ߯

′ ,߰ଵ′ ),   
′ߤ = ′ଶߞ) ,߯ଶ′ ,߰ଶ′ ) be two IHFGs. Their ߙ-product  is  the IHFG  ܩఈభ ×ఈ ఈమܩ = ൫ܺ × ܻ, ߪ,ܧ ×ఈ ,′ߪ ఈ× ߤ ܧ ,൯′ߤ = ⋃ ௜ସܧ

௜ୀଵ , 
as defined in 3.1,  
൫ߞଵ ×ఈ (ݔ)ଵ′൯ߞ = (ݑ)ଵߞ ∧ ′ଵߞ ൫(ݒ) ଵ߯ ×ఈ ߯ଵ′ ൯(ݔ) = ߯ଵ(ݑ) ∨ ߯ଵ′ ൫߰ଵ(ݒ) ×ఈ ߰ଵ′൯(ݔ) = ߰ଵ(ݑ) ∧ ߰ଵ′   ,(ݒ)
and equations (4), (5) and (6). 
 
Theorem 3.4. If ܩఈభ  and  ܩఈమ  are two strong IHFGs, then ܩఈభ ×ఈ ఈమܩ  is also a strong IHFG.                                                                                                       
Proof:  For strong IHFGsܩఈభ ఈమܩ  ,  andݓଵ ∈ ௑ܧ ଶݓ , ∈      ,௒ܧ
(ଵݓ)ଶߞ = (ଵݑ)ଵߞ ∧ ′ଶߞ    ,(ଶݑ)ଵߞ (ଶݓ) = ′ଵߞ (ଵݒ) ∧ ′ଵߞ (ଵݓ)ଶ߯(ଶݒ) = ߯ଵ(ݑଵ) ∨ ߯ଵ(ݑଶ),    ߯ଶ′ (ଶݓ) = ߯ଵ′ (ଵݒ) ∨ ߯ଵ′ (ଵݓ)ଶ߰(ଶݒ) =
߰ଵ(ݑଵ) ∧ ߰ଵ(ݑଶ),    ߰ଶ′ (ଶݓ) = ߰ଵ′ (ଵݒ) ∧ ߰ଵ′  (ଶݒ)
Case(i) When ݓ ∈  ଵܧ
൫ߞଶ ×ఈ ′ଶߞ ൯(ݓ) = (ଵݑ)ଵߞ ∧ ′ଶߞ =                              (ଶݓ) (ଵݑ)ଵߞ ∧ (ଶݑ)ଵߞ ∧ ′ଵߞ (ଵݒ) ∧ ′ଵߞ ଵݑ   since ,(ଶݒ) = ଶݑ                               =
൫ߞଵ ×ఈ ,ଵݑ)ଵ′൯ߞ (ଵݒ ∧ ൫ߞଵ ×ఈ ,ଶݑ)ଵ′൯ߞ ଶ)൫߯ଶݒ ×ఈ ߯ଶ′ ൯(ݓ) = ߯ଵ(ݑଵ) ∨ ߯ଶ′ =                              (ଶݓ) ߯ଵ(ݑଵ) ∨ ߯ଵ(ݑଶ) ∨ ߯ଵ′ (ଵݒ) ∨
߯ଵ′ (ଶݒ)                               = ൫߯ଵ ×ఈ ଵ߯

′ ൯(ݑଵ, (ଵݒ ∨ ൫߯ଵ ×ఈ ߯ଵ′ ൯(ݑଶ,  (ଶݒ
൫߰ଶ ×ఈ ߰ଶ′ ൯(ݓ) = ߰ଵ(ݑଵ) ∧ ߰ଶ′ =                              (ଶݓ) ߰ଵ(ݑଵ) ∧ ߰ଵ(ݑଶ) ∧ ߰ଵ′ (ଵݒ) ∧ ߰ଵ′ (ଶݒ)                               

= ൫߰ଵ ×ఈ ߰ଵ′ ൯(ݑଵ,ݒଵ) ∧ ൫߰ଵ ×ఈ ߰ଵ′൯(ݑଶ,ݒଶ) 
 
Case(ii) When ݓ ∈  ଶܧ
൫ߞଶ ×ఈ ′ଶߞ ൯(ݓ) = ′ଵߞ (ଵݒ) ∧ =   (ଵݓ)ଶߞ (ଵݒ)′ଵߞ ∧ ′ଵߞ (ଶݒ) ∧ (ଵݑ)ଵߞ ∧    since ,(ଶݑ)ଵߞ
ଵݒ = ଶݒ                               = ଵߞ) ×ఈ (ଵݒ,ଵݑ)(ଵᇱߞ ∧ ଵߞ) ×ఈ ,ଶݑ)(ଵᇱߞ  (ଶݒ

(߯ଶ ×ఈ ߯ଶᇱ (ݓ)( = ߯ଵᇱ (ଵݒ) ∨ ߯ଶ(ݓଵ)                              = ߯ଵᇱ(ݒଵ) ∨ ߯ଵᇱ(ݒଶ) ∨ ߯ଵ(ݑଵ) ∨ ߯ଵ(ݑଶ)                               
= (߯ଵ ×ఈ ߯ଵᇱ)(ݑଵ, (ଵݒ ∨ (߯ଵ ×ఈ ߯ଵᇱ)(ݑଶ,  (ଶݒ

(߰ଶ ×ఈ ߰ଶᇱ (ݓ)( = ߰ଵᇱ(ݒଵ) ∧ ߰ଶ(ݓଵ)                              = ߰ଵᇱ(ݒଵ) ∧ ߰ଵᇱ(ݒଶ) ∧ ߰ଵ(ݑଵ) ∧ ߰ଵ(ݑଶ)                               
= (߰ଵ ×ఈ ߰ଵᇱ)(ݑଵ,ݒଵ) ∧ (߰ଵ ×ఈ ߰ଵᇱ)(ݑଶ,  (ଶݒ

 
Case(iii) When ݓ ∈  ଷܧ

ଶߞ) ×ఈ ଶᇱߞ (ݓ)( = (ଵݓ)ଶߞ ∧ (ଵݒ)ଵᇱߞ ∧ =                              (ଶݒ)ଵᇱߞ (ଵݑ)ଵߞ ∧ (ଶݑ)ଵߞ ∧ (ଵݒ)ଵᇱߞ ∧ (ଶݒ)ଵᇱߞ                               
= ଵߞ) ×ఈ ,ଵݑ)(ଵᇱߞ (ଵݒ ∧ ଵߞ) ×ఈ ,ଶݑ)(ଵᇱߞ  (ଶݒ

(߯ଶ ×ఈ ߯ଶᇱ (ݓ)( = ߯ଶ(ݓଵ) ∨ ߯ଵᇱ (ଵݒ) ∨ ߯ଵᇱ =                              (ଶݒ) ߯ଵ(ݑଵ) ∨ ߯ଵ(ݑଶ) ∨ ߯ଵᇱ (ଵݒ) ∨ ߯ଵᇱ (ଶݒ)                               
= (߯ଵ ×ఈ ߯ଵᇱ)(ݑଵ,ݒଵ) ∨ (߯ଵ ×ఈ ߯ଵᇱ)(ݑଶ,ݒଶ) 

(߰ଶ ×ఈ ߰ଶᇱ (ݓ)( = ߰ଶ(ݓଵ) ∧ ߰ଵᇱ (ଵݒ) ∧ ߰ଵᇱ =                              (ଶݒ) ߰ଵ(ݑଵ) ∧ ߰ଵ(ݑଶ) ∧ ߰ଵᇱ (ଵݒ) ∧ ߰ଵᇱ (ଶݒ)                               
= (߰ଵ ×ఈ ߰ଵᇱ (ଵݒ,ଵݑ)( ∧ (߰ଵ ×ఈ ߰ଵᇱ)(ݑଶ,ݒଶ) 

Case(iv) When ݓ ∈ ఈభܩ ,ସ.   Similar to case (iii). Thusܧ ×ఈ ఈమܩ  is a strong IHFG. 
Example 3.5. Figure 6 is the ߙ-product ܩఈభ ×ఈ ఈభܩఈమof strong IHFGsܩ   .ఈమgiven in figure5ܩ,
 
Theorem 3.6. If two IHFGs have a strongߙ-product,then eitherܩఈభ  or  ܩఈమor both will be strong. 
Proof:Ifܩఈభ  ଶ or both withݓ ଵ orݓ  ఈమare not strong, there existsܩ ,
(ଵݓ)ଶߞ < (ଵݑ)ଵߞ ∧ ଶᇱߞ    ,(ଶݑ)ଵߞ (ଶݓ) < (ଵݒ)ଵᇱߞ ∧ (ଵݓ)ଶ߯(ଶݒ)ଵᇱߞ < ߯ଵ(ݑଵ) ∨ ߯ଵ(ݑଶ),    ߯ଶᇱ (ଶݓ) < ߯ଵᇱ(ݒଵ) ∨ ߯ଵᇱ (ଵݓ)ଶ߰(ଶݒ) <
߰ଵ(ݑଵ) ∧ ߰ଵ(ݑଶ),    ߰ଶᇱ (ଶݓ) < ߰ଵᇱ (ଵݒ) ∧ ߰ଵᇱ  (ଶݒ)
Letݓ ∈ ଶߞ)    ,ଵ. Thenܧ ×ఈ ଶᇱߞ (ݓ)( = (ଵݑ)ଵߞ ∧ ଶᇱߞ (ଶݓ) < (ଵݑ)ଵߞ ∧ (ଶݑ)ଵߞ ∧ (ଵݒ)ଵᇱߞ ∧ ଵݑ   since ,(ଶݒ)ଵᇱߞ =  ,.ଶi.eݑ
ଶߞ) ×ఈ ଶᇱߞ (ݓ)( < ଵߞ) ×ఈ ,ଵݑ)(ଵᇱߞ (ଵݒ ∧ ଵߞ) ×ఈ ,ଶݑ)(ଵᇱߞ  (ଶݒ

(߯ଶ ×ఈ ߯ଶᇱ (ݓ)( = ߯ଵ(ݑଵ) ∨ ߯ଶᇱ (ଶݓ) < ߯ଵ(ݑଵ) ∨ ߯ଵ(ݑଶ) ∨ ߯ଵᇱ(ݒଵ) ∨ ߯ଵᇱ(ݒଶ) 
i.e., (߯ଶ ×ఈ ߯ଶᇱ (ݓ)( < (߯ଵ ×ఈ ߯ଵᇱ)(ݑଵ,ݒଵ) ∨ (߯ଵ ×ఈ ଵ߯

ᇱ  (ଶݒ,ଶݑ)(
(߰ଶ ×ఈ ߰ଶᇱ (ݓ)( = ߰ଵ(ݑଵ) ∧ ߰ଶᇱ (ଶݓ) < ߰ଵ(ݑଵ) ∧ ߰ଵ(ݑଶ) ∧ ߰ଵᇱ (ଵݒ) ∧ ߰ଵᇱ  (ଶݒ)

i.e., (߰ଶ ×ఈ ߰ଶᇱ (ݓ)( < (߰ଵ ×ఈ ߰ଵᇱ ,ଵݑ)( (ଵݒ ∧ (߰ଵ ×ఈ ߰ଵᇱ  (ଶݒ,ଶݑ)(
which is a contradiction.  
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CONCLUSION 
 
We introduced the alpha product of a pair of HFGs and IHFGs and proved that for two strong HFGs, their alpha 
product need not be strong.  But in the case of strong IHFGs, this product is strong. If two IHFGs have a strong alpha 
product, then at least one of them will be strong. IHFGs are of immense help in making decisions regarding 
companies' merger problems. Letܩఈభ  and ܩఈమ  be two strong networks with vertices representing companies. The 
market value of individual companies is represented by the MS degree of vertices while edge membership represents 
the market value of joint venture of the companies.  As ܩఈభ  and ܩఈమare strong, their alpha product is also strong.  
Possible strong joint ventures are developed, from which optimal joint venture can be selected by a company, 
keeping in mind their preferences and needs. 
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Figure 1. A HFG ࡳ and an IHFG ࢻࡳ Figure 2 

 
Figure 3. Figure 4. Alpha product of strong HFGs ࡳ૚ and ࡳ૛ 
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Figure 5 Figure 6. Alpha Product of strong IHFGs ࢻࡳ૚and ࢻࡳ૛  
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In recent years, the advancements in data science techniques have helped address the intricacies of 
Electrical and Electronics Engineering. The rapid expansion of data and the emergence of new intelligent 
algorithms present a significant opportunity to integrate data science principles and modernize 
conventional engineering systems. This paper presents an all-inclusive exploration of the integration of 
data science methodologies in the realm of Electrical and Electronics Engineering. The specific 
applications of machine learning and artificial intelligence algorithms in diverse areas such as – Power 
system analysis and optimisation; Renewable energy forecasting and management; Smart grid 
technologies and applications; Telecommunications network optimisation; Signal processing and 
analysis; Power Electronics and Control; Electronic design automation are discussed. Furthermore, the 
transformative potential of the data-driven approaches towards optimisation, increasing efficiency and 
enhancing predictive maintenance are highlighted. Thus, a comprehensive overview of the potential 
impacts of data-driven algorithms to address real-world engineering problems concerning Electrical and 
Electronics Engineering is given. 
 
Keywords: Machine Learning, IoT, Bid Data, Data-Driven Approach and Data Analytics 
 
INTRODUCTION 
 
The application of data science in electrical and electronics engineering acts as a transformative force in reshaping 
industries and accelerating research [1]. Data science techniques offer innovative solutions to complicated problems 
and open new opportunities for research and development. The intensification of digital technologies and the 
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Internet of Things (IoT) have led to an exponential generation of data from various domains of electrical and 
electronics engineering [2]. This deluge of data provides ample opportunities for engineers to harness sophisticated 
data analytics, statistical modelling and Machine Learning techniques to unearth meaningful observations from the 
available inundation of data. Also, the increasing complexity of electrical and electronic systems appeals to analysis, 
optimisation and control techniques to make informed decisions. Traditional practices often fall short in addressing 
the intricacies of modern engineering problems [3]. This necessitates a paradigm shift towards the use of data-driven 
technologies [4].  Applying data-driven approaches, engineers gain deeper insight on the system behaviour [5], 
predict outcomes [6] [7] and optimise design problems [8] [9] to obtain better accuracy and efficiency [10].  
 
In data science, the convergence of different disciplines such as mathematics, computer science and engineering has 
fostered interdisciplinary collaboration and cross-pollination of ideas. The impact of data science permeates every 
facet of modern engineering practice. Numerous studies have demonstrated the efficacy of data science techniques in 
tackling the challenges across the spectrum of electrical and electronics engineering domains. For instance, in power 
systems, predictive analytics [11] and optimisation algorithms [12] are being used to enhance grid reliability [13], 
optimise energy consumption [14] and integrate renewable energy resources [15] effectively. Likewise, within signal 
processing, ML algorithms have gained recognition for their exceptional performance in areas like speech 
recognition[16], image classification [17] and anomaly detection [18]. This paper expands on previous research and 
consolidates perspectives from various studies, case examples, and real-world applications to offer a comprehensive 
examination of the impact of data science in the field of electrical and electronics engineering. In addition, the key 
challenges associated with integrating data science and the integration strategies that could be adopted to mitigate 
these challenges are addressed.  
 
Opportunities for Data Science in Electrical and Electronics Engineering 
Power System Analysis and Control 
Data science could be applied to various aspects of grid operations, including load forecasting [19], predictive 
maintenance [20], real-time monitoring [21], adaptive control, optimal operation, fault detection and stability 
enhancement [22]. Accurate load forecasting helps utilities optimize generation and scheduling resources, leading to 
cost savings and improved reliability. ML algorithms play a key role in load forecasting due to their ability to 
analyse historical data and identify patterns to make accurate forecasts. Autoregressive Integrated Moving Average 
(ARIMA) uses a time-series forecasting method [23] and can handle seasonal patterns. This approach is well-suited 
for capturing linear dependencies and trends in data. While, it assumes stationarity which may not be applicable for 
all load data and has limited ability to capture complex non-linear relationships. Load forecasting problems involve 
high-dimensional data. Hence, Support Vector Regression (SVR) is used as it is robust to outliers. Also, SVR 
possesses the ability to capture intricate non-linear relationships by employing kernel functions[24]. However, fine-
tuning of hyperparameters, including the selection of kernels and regularization parameters, is necessary for this 
model. Random Forest (RF) applied to load forecasting problems is robust to overfitting and can handle noisy data 
[25]. They are also effective in capturing the non-linear relationships and interactions between the features. However, 
RF does not perform well with highly imbalanced datasets and is computationally expensive for large datasets. 
Having access to historical data for load forecasting enables the utilization of Long Short-Term Memory (LSTM) 
Networks. LSTM Networks are adept at capturing both short-term and long-term patterns within time series data, 
rendering them particularly applicable to load forecasting challenges[26]. The ability to handle time series data with 
irregularities and seasonal peaks is an added advantage. However, careful adjustment of hyperparameters, such as 
the quantity of layers and hidden units, is necessary. Also, it is vulnerable to vanishing gradient problems in deep 
architectures. Nevertheless, these algorithms have their limitations and strengths. The selection of the algorithm 
relies on factors including the nature of load data, computational capabilities, and the unique demands of the 
forecasting tasks. Predictive maintenance analyses data from various sensors and equipment to predict potential 
failures and schedule maintenance activities proactively. Just as in load forecasting, ML algorithms such as Random 
Forest, SVM, and LSTM Networks can be applied to address predictive maintenance challenges. In addition, 
Recurrent Neural Networks (RNN) has the capability to analyse time series data with irregular patterns and long 
dependencies. RNN is effective for sequential data analysis and is capable of capturing temporal dependencies [27]. 
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This makes it suitable to solve predictive maintenance challenges. The vulnerability to vanishing gradient problems 
with long sequences and the requirement to carefully tune hyperparameters (learning rate and batch size) are a few 
limitations of RNN. Another fundamental analysis performed in the domain of power systems is Optimal Power 
Flow (OPF). Khaloie et al. present works focussed on leveraging machine learning algorithms to solve the 
transmission-level OPF problem [28]. Real-time monitoring leverages sensors, IoT devices, and data analytics to 
monitor grid conditions in real-time, enabling early detection of anomalies and proactive intervention[29]. 
Furthermore, machine learning algorithms enable adaptive control strategies that optimize grid operation in 
response to changing conditions and dynamic constraints [30]. As advancements in Information and Communication 
Technologies continue, the traditional grid is evolving into a more intelligent infrastructure commonly referred to as 
the smart grid. 
 
Smart Grid Technologies and Applications 
The fundamental principles of data science, including ML techniques, statistical analysis, and data visualization are 
used in Advanced Metering Infrastructure (AMI), Grid Monitoring and Control as well as Grid Planning and 
Optimisation. Data Science coupled with advanced metering infrastructure is revolutionizing energy management 
and consumption monitoring. Data is continuously collected from advanced meters like Smart meters and Phasor 
Measurement Unit (PMU) at high rates. Data analytics help utilities optimize billing, demand response programs, 
and grid operations [31]. Data analytics techniques used in Smart Grids are Descriptive Analytics to understand 
historical trends in energy consumption [32], Predictive Analytics to forecast future demand and identify potential 
system issues [33], Anomaly detection & Time series Analysis to analyse meter data and identify recurring patterns, 
seasonal trends and anomalies [34], Data visualization to present data in visually understandable format that aids in 
decision-making [35] and Optimisation Algorithms to find the most optimal allocation of resources and relevant 
factors [36]. Depending on the obtained meter information, Grid operations are monitored and controlled. Grid 
monitoring and control involves optimising voltage regulation, reactive power control, and fault detection in 
distribution and transmission systems by analyzing sensor data and historical maintenance records. Reinforcement 
Learning assists in learning optimal control policies through trial-and-error interactions with the grid and facilitates 
adaptive and self-learning control strategies [37]. Effective monitoring and control of grid operations facilitates grid 
planning and optimization.  
 
PV Systems Real-Time Monitoring 
A significant volume of photovoltaic (PV) power generation data, along with corresponding weather data, is 
required to examine the relationship between weather factors and PV power generation, as well as to monitor the 
operational status of the PV system. The authors [38] suggest using an IoT monitoring cloud platform in conjunction 
with the PV/T façade system to track the PVT system online and in real time. The authors [39]showcase the setup and 
operation of a real-time monitoring system for Building Integrated Photovoltaic (BIPV) systems, or photovoltaic self-
consumption, employing Internet of Things (IoT) technology. Concentrating on various data processing modules and 
transmission protocols, the authors [40] examine the emergence of numerous monitoring solutions based on solar 
PV. The system presented in [41] enables real-time measurements of all characteristics of the PV system, including 
ambient weather conditions. These measurements are then made available at the remote-control centre, where IoT is 
used to track the PV power system. In order to optimize the performance of electricity supply generated from solar 
PV systems, the author[42] suggested creating a framework for monitoring solar PV systems within a Smart Home 
Micro Grid (SHMG) using Artificial Intelligence (AI) and IoT.This study presents the design and discussion of a real-
time monitoring system for photovoltaic parameters, utilizing IoT technology[43]. An off-grid solar system with two 
subsystems—one for the hardware system and the other for software—that could automatically monitor the system's 
performance was conceived and developed by the current research [44].  
 
Data-Driven Approach for Wind Power 
Precise wind power forecasting is crucial for mitigating the effects of wind power fluctuations on system dispatch 
planning. With the rapid expansion of data resources and ongoing enhancements in processing capabilities, data-
driven AI technology has gained widespread adoption across various industries in recent times. In [45], the authors 
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offer guidance for designing and implementing several data-driven control strategies on a wind turbine benchmark. 
Their methods include fuzzy logic, adaptive, self-tuning PID, and model predictive control. Multi-objective 
optimization technologies in the field of wind power prediction (WPP) were examined [46]. The prediction accuracy 
of short-term statistical WPP models is evaluated [47] through an overview of performance evaluation techniques. To 
anticipate wind turbine output, the authors [48] utilised historical turbine data collected through the SCADA system, 
meteorological reanalysis data, and numerical weather prediction (NWP) data. However, the accuracy of the 
prediction was impacted by the 0.25° spatial resolution of the NWP data. The AI-based models for wind power 
prediction are thoroughly reviewed [49] at several temporal and spatial scales, ranging from the level of wind 
turbines to the regional level. From ultra-short, short, and long-term perspectives, the authors [50] provided a 
thorough analysis of AI-based wind power forecast models. A review of the deep learning models utilized for WPP, 
including feature extraction, relationship learning, and data processing, was conducted [51]. A model 
integratingAquila optimization (AO), squeeze wavelet transform (SWT), isolated forest (IF), and LSTM was 
proposed [52] for the WPP of new wind turbines. 
 
Signal Processing 
In signal processing, feature engineering may include deriving statistical characteristics (e.g., mean, variance, 
skewness) [53], time-domain features (e.g., entropy, autocorrelation) [54], frequency-domain features (e.g., Fourier 
transform coefficients) [55], and wavelet transform coefficients [56]. Data science techniques are increasingly being 
applied to signal processing tasks, leveraging advanced algorithms and methodologies to extract insights and 
knowledge from signals. Supervised learning techniques like support vector machines (SVMs), decision trees, 
random forests, and neural networks are employed for both classification and regression assignments[57]. 
Unsupervised learning techniques like clustering algorithms (e.g., k-means clustering, hierarchical clustering) for 
signal segmentation and pattern discovery [58]. Semi-supervised learning methods combine labelled and unlabelled 
data [59] to improve model performance, especially when labelled data is scarce. These data science techniques are 
instrumental in advancing signal processing capabilities, enabling the derivation of meaningful insights and 
knowledge from diverse types of signals across various domains such as telecommunications, audio and speech 
processing, image processing, biomedical engineering, and environmental monitoring. 
 
Electronic Design Automation (EDA) and testing 
EDA tools and workflow are optimised using data science techniques. ML algorithms have the capability to analyze 
historical design data, user interactions, and tool performance metrics to detect bottlenecks, inefficiencies, and areas 
for enhancement[60]. By understanding patterns in design flows, data scientists can develop predictive models to 
optimize tool settings, runtime, and resource allocation, leading to faster design iterations and reduced time-to-
market [61]. Data science techniques are applied to analyze test data generated during manufacturing tests [62] and 
system-level testing. Statistical methods, ML algorithms, and data mining techniques are applied to analyse test 
results, recognize test patterns, and extract actionable insights [63]. By correlating test data with design parameters, 
process parameters, and field failure data, data scientists can develop predictive models to optimize test strategies, 
improve fault coverage, and reduce test costs. 
 
Challenges Associated with Integrating Data Science 
Incorporating data science into electrical and electronics engineering poses numerous challenges, mainly stemming 
from the intricate characteristics of both fields and their distinct operational needs. A few major challenges 
associated with applying data science techniques to electrical and electronic engineering problems are: 
 
Data Collection and Preprocessing 
Electrical and electronics engineering produces extensive data from sensors, devices, and systems. Nonetheless, this 
data often comes with challenges such as noise, incompleteness, or inconsistency, necessitating meticulous 
preprocessing before analysis. The integration of data science encompasses the creation of resilient techniques for 
data collection, cleaning, and preprocessing. 
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Data Fusion and Integration 
Electrical and electronic systems frequently entail diverse data from different origins like sensors, control systems, 
and communication networks. To extract valuable insights by merging these varied data sources, it's essential to 
employ methods for data fusion and integration. This process may involve resolving challenges related to data 
compatibility, format conversion, and synchronization 
Complexity and Dimensionality 
Electrical and electronics systems are often intricate, characterized by nonlinear behaviour, dynamic changes over 
time, and interlinked components. Achieving precise predictive models through data science necessitates 
sophisticated modelling methods like machine learning, deep learning, and system identification, which effectively 
encapsulate the system's complexity. Moreover, the deluge of data generated by advanced meters adds another layer 
of complexity to the system, requiring efficient handling of big data and accelerated processing speeds. 
Interdisciplinary Knowledge 
Incorporating data science into electrical and electronics engineering demands interdisciplinary expertise across both 
fields. Engineers must possess a comprehensive comprehension of the fundamental principles of electrical 
engineering and the methodologies of data science to adeptly apply data-driven techniques to engineering 
challenges. 
Real-time processing and control 
Numerous applications within electrical and electronics engineering necessitate real-time processing and control, 
spanning fields like power systems, robotics, and control systems. To integrate data science into these domains, it's 
crucial to devise streamlined algorithms and methodologies for real-time data analysis, decision-making, and 
control. However, challenges may emerge concerning computational complexity and latency during this integration 
process. 
Cybersecurity and Privacy 
Electrical and electronics engineering often deals with sensitive data, such as personal information in smart grid 
systems or industrial control systems. Integrating data science requires addressing privacy and security concerns 
related to data collection, storage, and analysis, including ensuring data anonymity, encryption, and access control. 
Validation and Verification 
Ensuring the reliability, accuracy, and safety of data-driven models and algorithms in electrical and electronics 
engineering presents a formidable challenge due to the inherent complexity and critical safety concerns of numerous 
applications. Engineers are tasked with devising stringent validation methodologies to verify the dependability and 
precision of these solutions. 
Domain Specific Challenges 
Various disciplines within electrical and electronics engineering, including power systems, signal processing, and 
telecommunications, pose distinct challenges when it comes to incorporating data science. Engineers must customize 
data science methodologies to meet the specific demands and limitations of each domain effectively. 
Model Interpretability 
Improving the interpretability of data science models within electrical and electronics engineering is essential to 
ensure that the insights derived from these models are clear and useful. 
 
Integrating Strategies 
Integrating data science into electrical and electronics engineering involves a strategic approach to address various 
challenges effectively. Here are a few potential solutions that could address the challenges posed in implementing 
data science in this field. 
 
Cross-Disciplinary Collaboration 
Addressing these challenges necessitates the collaboration of electrical engineers, data scientists, and domain experts. 
Collaboratively, inventive solutions that integrate the distinct strengths of each discipline to cater to the exacting 
requirements of electrical and electronics engineering applications could be developed. 
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Data Infrastructure Development 
Invest in building robust data infrastructure to collect, store, and manage engineering data effectively by establishing 
data pipelines, databases, and data lakes to aggregate data from various sources such as sensors, simulations, and 
historical records. Deploy scalable computing platforms, cloud services, and high-performance computing clusters to 
handle large datasets and complex algorithms. 
Data Management and Governance 
Establish data governance policies and procedures to ensure the quality, security, and privacy of engineering data. 
Also, implement data management best practices, including data cataloguing, version control, and metadata 
management. 
Agile Implementation 
Implementing data science in electrical and electronics engineering using Agile methodologies involves an iterative 
and incremental approach to development, emphasizing collaboration, flexibility, and continuous improvement. 
Model Validation and Verification 
Develop validation and verification methodologies to assess the accuracy, reliability, and safety of data-driven 
models and algorithms. Also, conduct rigorous testing and validation against real-world data to ensure that data 
science solutions meet engineering requirements and standards. 
 
Emerging trends and future opportunities 
The future scope for the application of data science in electrical and electronics engineering is vast and promising. A 
few key areas where data science is expected to play a significant role in the future of electrical and electronics 
engineering are listed below. In Smart Grid and Energy Management, ML can optimize energy distribution and 
consumption by analysing large-scale data from sensors, meters, and power systems. Predictive analytics and ML 
techniques can improve grid reliability, efficiency, and resilience while enabling renewable energy integration and 
demand-response programs. Data-driven approaches can enhance predictive maintenance strategies for electrical 
and electronics assets such as transformers, generators, and transmission lines. By analysing equipment performance 
data, engineers can predict and prevent failures, optimize maintenance schedules, and extend the lifespan of critical 
infrastructure. Data science techniques, including optimization algorithms and control theory, can optimize power 
generation, transmission, and distribution systems. Real-time data analysis and control strategies can improve grid 
stability, voltage regulation, and load balancing while integrating distributed energy resources and microgrids. IoT 
devices and sensor networks generate vast amounts of data in electrical and electronic systems. Data science can 
extract actionable insights from sensor data for condition monitoring, fault detection, and performance optimization 
across various applications, including industrial automation, building management, and healthcare. Data science 
techniques are essential for addressing cybersecurity threats and protecting sensitive information in electrical and 
electronic systems. Intrusion detection, anomaly detection, and encryption algorithms can enhance the security and 
privacy of data transmission, storage, and processing in interconnected networks and cyber-physical systems. 
 
CONCLUSION 
 
The implementation of data science in the field of electrical and electronics engineering is expanding rapidly to meet 
the growing demand for interdisciplinary skills and expertise. It offers insights into how data-driven approaches can 
revolutionize grid operations and pave the way for a more efficient, reliable, and sustainable energy future. Through 
this comprehensive exploration, the methodologies, applications, challenges and potential impacts of integrating 
data science in electrical and electronics engineering are presented, thereby paving the way for transformative 
advancements in the field. From the challenges of data collection and preprocessing to model interpretability, it is 
evident that integrating data science into electrical and electronics engineering requires a strategic and multifaceted 
approach. By leveraging advanced data processing techniques, interdisciplinary collaboration, and agile 
methodologies, engineers can utinise the power of data science to optimize energy systems, improve predictive 
maintenance, enhance signal processing, and advance autonomous systems, among other applications. Thus, the 
future of data science in electrical and electronics engineering holds immense potential for addressing complex 
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challenges, driving innovation, and creating value across various domains. In a nutshell, the integration of data 
science into electrical and electronics engineering represents a transformative paradigm shift, enabling engineers to 
leverage data-driven insights to create smarter, more resilient, and more efficient systems for the benefit of society as 
a whole. 
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Annona squamosa leaf extract was used for making wet wipes. The leaf extract was obtained by 
maceration using isopropanol. The leaf extract was subjected to thin-layer chromatography. The various 
secondary metabolites were resolved using hexane and ethyl acetate as the solvent system. The 
qualitative test confirmed the presence of alkaloids, saponins, flavonoids and triterpenoids. The 
antibacterial activity of the crude extract against Aeromonas caviae (MTCC7725) was confirmed in Muller 
Hinton agar. The wet wipes were prepared using bamboo tissue paper. The presence of secondary 
metabolites was confirmed using scanning electron microscopy and Fourier transform infrared 
spectroscopy.  The patch test was analyzed using a statistical test and it was confirmed that the wet 
wipes were safe to use. 
 
Keywords: Annona squamosa,  secondary metabolites, antibacterial activity patch test, FTIR, and wet 
wipes 
 
INTRODUCTION 
 
The recent coronavirus pandemic has created awareness among people about the spread of diseases and has made 
self-hygiene a top priority. Self–hygiene affects a person’s physical and mental health. Self-hygiene prevents the 
spread of infectious diseases .An easy way to combat the spread of germs is to use wet wipes that help sterilize the 
surface or skin. Although products such as wet wipes are handy and kill most germs quickly, the harsh chemicals 
used have a long-term impact on the skin. Another major concern is the source and amount of raw materials used to 
develop these wet wipes. It is also a major environmental pollutant. Some studies have shown that wet wipes can be 
developed using natural polymers, such as bamboo containing extracts of Aloe Vera. The medicinal properties of 
aloe vera are well known and play an indispensable role in the cosmetic industry. It is important to explore other 
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natural products that are skin–friendly. As the demand for wet wipes has drastically increased, it is necessary to 
develop environmentally benign wet wipes for commercialization. The current study focused on the use of Annona 
squamosa extract to develop wet wipes.  Annona squamosa Linn (Custard apple) belongs to the Annonaceae family. 
They are also commonly found in India. Extracts obtained from different parts of the plant have been studied to 
understand their role in diseases, such as cancer, diabetes, obesity, and liver failure. The various phytochemicals of 
Annona squamosal can be classified as acetogenins, alkaloids, flavonoids, phenols, saponins, tannins, glycosides, 
sesquiterpenes, anthocyanins, steroids, diterpenes, terpenoids, quinones, amino acids, and fatty [1,2,3,4]  A hand 
sanitizer has been prepared using the  peel and seed extracts of Annona squamosa to develop a hand sanitizer gel[5]. 
The antimicrobial activity of the gel was tested against both gram-positive and gram-negative bacteria. The raw 
material used for developing these wet wipes was 100% organic and biodegradable. The extract of Annona 
squamosal was tested for antibacterial activity and was adsorbed on bamboo tissue paper (Rusabl Company). The 
extract contained several secondary metabolites, which were screened using thin-layer chromatography and 
confirmed using qualitative phytochemical tests. Wet wipes were developed using the adsorption method. FTIR 
analysis was performed to determine whether adsorption had occurred. FTIR analysis showed morphological 
differences in wet wipes upon adsorption. The adsorbed wet-wipe containing the leaf extracts of Annona squamosa 
was subjected to SEM analysis to study its morphological characteristics. The developed wet wipes were used for 
patch testing among the 50 volunteers. The wet wipes were found to be skin-friendly. The use of Annona squamosa 
extract in wet wipes can be a better alternative to the harmful chemical substances that are used in commercially 
available wet wipes. Moreover, these wet wipes are 100% organic; therefore, they are a better alternative than their 
commercial counterparts.   
 

MATERIALS AND METHODS 
 
Extraction of phytochemicals from the leaves of Annona squamosa 
The A. squamosa leaves were sun-dried and powdered. Coarsely powdered leaves (10 g) were macerated using 
isopropanol. The contents were covered with aluminum foil and stirred constantly using a magnetic stirrer for 24 h.  
The extract was obtained by evaporation of the solvent in a microwave oven [6]. 
 
Qualitative test analysis and TLC for the confirmation of bioactive compounds 
The phytochemicals present in the leaf extracts were analyzed using TLC. 10μl of the leaf extract were loaded onto 
silica gel G 25 plates. Hexane and ethyl acetate were used at a ratio of 7:3 as developing solvents. The TLC plates 
were run in triplicate. Spot A was the control without leaf extract. Spot B contained the leaf extract. The extract was 
tested for carbohydrates, saponins, tannins, flavonoids,alkaloids, betacyanin, and triterpenoidsas suggested by 
Shaiek et al[7]. 
 
Antibacterial activity of the leaf extract 
The antibacterial activity of A. squamosa extracts was determined using a modified Kirby-Bauer disc diffusion 
method[8]. Briefly, a loop of Aeromonas caviae culture was inoculated in 100 ml of nutrient broth and kept in an 
incubator for 24 h at 37 °C. One hundred microliters of the grown microbial suspension was spread onto Muller 
Hinton (MH) agar in petri plates using autoclaved buds. The extract was diluted in 1 ml of isopropanol: distilled 
water at a ratio (15% to 85%).  Three wells with a diameter of 6 mm were punched into the agar and 20 µL of 
(15%:85%) isopropanol: distilled water were loaded in the negative control and 50 µg, 75 µg of dissolved extract was 
loaded into two wells.  An antibiotic disc (kanamycin) was used as a positive control.  The plates were then 
incubated at 37 °C for 24 h. 
 
Preparation of wet wipes using the leaf extract of Annona Squamosa 
Bamboo tissue paper was used for the adsorption of the leaf extract to prepare wet wipes. The extract was dissolved 
in 85% isopropanol. It was then filtered using Whatman No. 1 filter paper. The filtered extract was mixed with 2 ml 
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glycerin, 1 ml of rose water, vitamin E oil (2 capsules), and 100µl of jasmine oil. The mixture was then diluted with 50 
ml of distilled water. The solution was poured into an air-tight container, and tissue paper was placed for absorption. 
The preparation was left for three days for complete absorption.  
 
SEM, FTIR and UV analysis of the adsorbed wet wipes 
Morphological analysis of the wet wipes was performed using scanning electron microscopy and Fourier-transform 
infrared spectroscopy. The surface morphology of the wet wipes was characterized using Scanning Electron 
Microscopy. The instrument was operated at a voltage of 15 kV. The dried adsorbed wipe was mounted on metal 
grids using carbon tape and sputter coated with gold. An FTIR spectrophotometer (Shimadzu IRTRACER 100) was 
used to study the adsorbed wet wipes using the ATR mode in the range 4000-400 cm-1. The UV spectra of the leaf 
extract before and after adsorption were recorded using a SHIMADZU, UV 3600 PLUS instrument.  
 
Patch testing of wet wipes  
The extract was used at a ratio of 85:15 in distilled water and isopropanol. It was then filtered using Whatman No. 1 
filter paper. The filtered extract was mixed with 2 ml glycerin, 1 ml of rose water, vitamin E oil (2 capsules), and 
jasmine oil for fragrance (2 drops). The mixture was then diluted with 50 ml of distilled water. The solution was 
poured into an air-tight container, and tissue paper was placed for absorption. The preparation was left for three 
days for complete absorption.  
Because the components used in the wet wipes were skin-friendly, they were further moved for patch testing. Fifty 
volunteers were selected, the prepared wipes were tested in the hands of the volunteers, and the result was absorbed 
after 24 h. 
 
RESULTS AND DISCUSSION 
 
phytochemical extraction 
 The extracts were then subjected to qualitative analysis. The extract tested positive for Mayer’s test, confirming the 
presence of alkaloids, betacyanin, quinones, flavonoids, terpenoids, and phenols (Table 1). The crude extract 
obtained by Lakshmi et al. (2013) confirmed the presence of alkaloids in the seeds of Annona Squamosa[9 &10].The 
antibacterial activity of the phytochemical extract  showed a zone of inhibition against the gram-negative bacterium 
Aeromonas caviae (MTCC 7725), as shown in Figure 1. The methanolic leaf extract of Annona Squamosa was found to 
have antibacterial activity against Bacillus subtilis and Staphylococcus aureus[10]. 
 
Morphological analysis of the wet wipes using SEM, UV and FTIR 
Scanning electron microscopy showed the native bamboo tissue paper and absorbed leaf extract. The bamboo tissue 
paper absorbed with the leaf extract showed a random arrangement of cellulose fibers. These cellulose fibers are 
hundreds of micrometers long and 50-100 micrometers in diameter, as shown in figure 2[11]. The absorbed extracts 
can be seen as knots on the wet wipes. UV-visible spectrophotometry indicated that the leaf extract was absorbed on 
the cellulose matrix.  The UV-visible spectra of the leaf extract showed important peaks at 310,422 and 730. These 
peaks indicate the presence of phenolic compounds, carotenoids, and chlorophyll[12].  As shown in figure 3, the UV 
spectra of the extract after absorption decreased to  0.559 a.m. u. at 310 nm and 0.449 a.m. u. at  422 nm,  indicating 
the absorption of phytochemicals. The FTIR spectra of the plain bamboo wipe were compared with those of the 
adsorbed wet wipe. The plain bamboo tissue paper showed a peak at 3334.92 cm-1. This is assigned to the hydroxyl 
group stretching in the cellulose microfiber[13]. This peak shifted to 3332.99 cm-1 in the adsorbed wet wipe. New peaks 
can be seen in the adsorbed wet wipe such as 2900.94 cm-1 and 1643.33 cm-1. The peak at 2900cm-1 indicated the 
presence of C=O stretching, confirming the presence of alpha/beta-unsaturated aldehydes and ketones.  The peak at 
1643.33 cm-1 shows the presence of an N- O asymmetric stretch for nitro compounds[13,14,15,16].  The shifts in the 
peak indicate the interaction between the cellulose microfibers and phytochemicals found in the leaf extract of 
Annona squamosa. 
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Patch test of the wet wipes  
Patch tests were performed on 50 volunteers. Fisher’s exact test indicated that there was no evidence to indicate that 
wet wipes containing the leaf extract of Annona squamosa caused allergic reactions.  
 
CONCLUSION 
 
The wet wipes developed using A. squamosa leaf extract were found to be skin-friendly. It can also circumvent the 
problem of microplastics released into water bodies using commercially available wet wipes.  Operational stability, 
such as shelf life, must be optimized so that it can be a promising alternative to commercially available wet wipes.  
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Table 1: Qualitative test for secondary metabolites in Annona squamosa 
Phytochemical extract Test Result 

Alkaloids Mayer’s test + 
Saponins 

 Foam test + 

Flavanoids Shinoda test + 
Quinones Sulphuric acid + 
Phenols Ferric chloride + 

 

 
 

Figure 1: Zone of inhibition is observed for the leaf 
extract of Annona Squamosa 

Figure 2:The scanning Electron Microscope shows the 
presence of absorbed extract on the organic bamboo 
tissue paper matrix 

 

 

Figure 3: The UV absorption spectra of the various 
phytochemicals in the leaf extract of AnnonaSquamosa 

Figure 4: FTIR spectrum of A) plain bamboo tissue  
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Fig 4: B) leaf extract adsorbed wet wipe of Annona Squamosa 
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Estimating the Quantity of monthly a torrential comes brighter agriculture and secures food preserve the 
water supply for the continued health of our people. To predict rainfall, several types of research have 
been conducted using Harmonic Analysis of various cities in Tamil Nadu. The primary objective of this 
investigation is to forecast the monthly variations in rainfall over Tiruvannamalai, Tamil Nadu. 
Considering the fluctuations in monthly rainfall are periodic, there is an excellent likelihood that they 
will occur again the next year. 
 
Keywords: Quantity, forecast, rainfall, agriculture, food. 
 
INTRODUCTION 
 
The hydrological cycle focuses heavily on rainfall, and variations in its pattern have a rapid effect on the affordability 
of water. Hydrologists and managers of water-related assets are becoming increasingly worried regarding how 
climate change has impacted the timing of precipitation. In India, the monsoon rains are essential to agriculture. 
Rain-fed agriculture, which sustains 40% of the population of humanity and 60% of the animal population, accounts 
for 68% of India's total cultivated land [9]. Therefore, extensive research on the detection and measurement of climate 
change is essential for the long-term viability of agriculture in India. Above all, an in-depth awareness of the forecast 
pattern in the dynamic environment will encourage enhanced choices and increase communities' capacity to adapt 
to. 
 
Objective of the study:  
This study demonstrates a method using harmonic analysis techniques to predict monthly rainfall amount with the 
highest amount of accuracy so that it can help the farming community in  

i Estimating the type of crop to be grown a few months before each session.  
ii Isolating the effects of the monsoon vagaries in crop destructions.  
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Rainfall Pattern in Tamil Nadu 
The rainfall distribution in Tamil Nadu state is of a monsoon type with particular seasons of rainfall and intervening 
dry periods. The cropping and cultivation have been adjusted to these conditions. The monsoon season and the dry 
periods in Tamil Nadu are distributed as  
 

• During a cold spell (winter rain) - January to February  
• Warm weather duration - March to May  
• The monsoon season in the South West - June to September  
• Monsoon season in the northeast - October to December  

 
It is known that the trigonometric functions sin x and cos x are otherwise called periodic functions, since their values 
repeated itself periodically. Hence a combination of the two could better express the behavior of any time series 
which is periodic. The time series data on the rainfall expresses cyclic variations, every year. Hence it was thought 
appropriate to use the combination is sin and cos functions otherwise known as the Fourier series expression as an 
appropriate tool to analyze the rainfall data.[2]  The details of rainfall for each one of the months over the 50 years 
were exhibited in the Fourier analysis. For each monthly data periodic oscillations were observed and hence an 
equation of the form, 

 
was attempted. In this,  

• y is the average monthly rainfall  
• t is month from January to December  
• ai and bi are the fourier constants  

• ‘i’ is the harmonic number  

• n is the end value of the order of the harmonic used  
 
The estimated value of the coefficients for Thiruvannamalai are presented below in Table-1 
 
Thus in the case of Thiruvannamalai the absolute deviations for observed and estimated were estimated upto the 
eighth harmonic and is minimum for the eighth harmonic as seen in Table-2. Results presented in Table reveal that 
the absolute deviations are minimum only during the months of June, July, October and November in all the 
harmonics and is maximum during the month of February in all the harmonics[4]. This shows the predictability is 
higher if it is a rainfall season and in the non-seasonal periods, it is natural that the variability will always be higher 
and that is being reflected in this analysis[5]. The deviations started increasing from the ninth harmonic onwards and 
hence the computation of harmonics is stopped at the ninth.  
 
These deviations were tested through chi-square and the estimated chi-square are presented below in Table-3. 
 
The chi-square value also shows that the minimum chi-square is for October followed by July, November and 
June[7]. For all other months all results showed higher deviations. As explained earlier this might probably be due to 
the fact that regular rainfall occurred in this station in all the above four months and in the other months there is no 
consistency of rainfall[6]. This is again ascertained by the minimum coefficients of variation values in the regular 
rainfall months and the higher coefficient of variability in the non-seasonal months. The mean, standard deviation, 
coefficient of variation, skewness and kurtosis are presented below in Table-4.  
 
The results presented Table-4 reveals that it is in agreement with the results got through harmonic analysis.  
The results so far obtained and those computed for all over state. 
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1.The closeness to the actual value are the highest in a particular harmonic for each or few similar stations.  
2. The absolute deviations are minimum during the south-west and the north-east monsoon periods. i.e., the regular 
rainfall seasons.  
3. Among the rainfall seasons the co-efficients of variation is the least for the highest rainfall seasons.  
 
DISCUSSION AND CONCLUSION 
 
The results so far obtained and those computed for all over state.  

1. The closeness to the actual.  
2. The absolute deviations.  
3. Among.  

 
The Harmonic analysis reveals the proximity between the observed rainfall and expected rainfall during the rainy 
season as expressed by the co-efficient of variation. It should be noted that the order of the harmonic, which reaches 
the closeness, indicates the cyclic period of the rainfall. Thus the harmonic analysis of rainfall data shows the period 
of possibility for drought as well as the year of heavy showers[5]. 
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Table 1 - Estimated Fourier Co-efficient for Thiruvannamalai 
 

 
The measured and expected rainfalls are presented in Table-1 for Thiruvannamalai using the estimated harmonic co-
efficient[3]. 
 
Table 2 - Absolute deviations for the observed and the estimated rainfall by different harmonics 
Thiruvannamalai 
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Table 3 - Chi-Square values between the observed and the estimated rainfall for different harmonics 
Thiruvannamalai 
 

 

 
 
Table 4 - Mean, Standard Deviation, Co-efficient of variation, Skewness and Kurtosis of Thiruvannamalai 
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This endeavor investigates Multiple Attribute Group Decision Making (MAGDM) scenarios, where all 
decision makers' wisdom is provided as fuzzy soft sets and fuzzy soft decision matrices. 
 
Keywords: Attribute, wisdom, matrices, fuzzy 
 
INTRODUCTION 
 
An further extension of fuzzy sets, intuitionistic fuzzy sets, image fuzzy sets, Pythagorean fuzzy sets, spherical fuzzy sets, etc. is 
the Neutrosophic theory, which has been developed by F. Smarandache in 1998. This reasoning has since been used in other 
scientific and technical fields. 
 
Assumptions 
 
Roughly speaking, a fuzzy set is a class with fuzzy boundaries. The fuzzy set A in the universe of discourse S, S = 
{s1,s2,s3------sn}, is a set of ordered pairs {(s1, μQ(s1)), (s2, μQ(s2)), . . . , (sn, μQ(sn))}, where μQ is the membership 
function of the fuzzy set Q, μQ : S → [0, 1], and μQ(si) indicates the grade of membership of ui in Q. When the 
universe of discourse S is a finite set, then the fuzzy set Q can be represented by Q= μQ(s1)/s1 + μQ(s2)/s2 +... + 
μQ(sn)/sn is a comparable Q. The evidence for s in S and the evidence against s in S are amalgamated into a single 
quantity, which does not specify the specific quantities of each, as mentioned by Gau & Buehrer (1994). They also 
stressed that it contains little data regarding the exactitude of the single number. Thus, ideas of hazy sets was first 
proposed by Gau & Buehrer (1994). In order to explain the lower bound on μQ, they adopted a truth-membership 
function (tQ) and a false-membership function (fQ). a little the help of these smaller limits, a subinterval [tQ(si), 1 – 
fQ(si)] is created on [0, 1], whose dismisses the μQ(si) of fuzzy sets, where tQ(si) < μQ(si) ≤ 1 – fQ(si). Let Q be a 
vague set, for instance, and suppose the set's truth-membership function is tQ and its false-membership 
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function is fQ. Given that [tQ(si), 1 – fQ(si)] = [0.5,0.8] then we can see that tQ(si)=0.5 ; 1-fQ(si) = 0.8; fQ(si) = 0.2. It can 
be interpreted as, the vote for resolution is 5 in favour, 2 against, and 3 abstentions. A multiple attribute group 
decision making (MAGDM) difficulty seeks to determine a desired solution from a finite set of realistic prospects 
that have been appraised on a wide range of attributes, both qualitative and quantitative. 
 
PRELIMINARIES OF VAGUE SETS 
  
Definition: 1  
“A vague set V is characterized by,  

 Its true membership function tv(x)  
 Its false membership function fv(x)  
 With 0 ≤ tv(x)≤ fv(x)≤ 1”  

 
Definition: 2  
“Suppose S, {s1, s2, . . ., sn}. Let the vague set A of the universe of discourse S can be represented by 

 In other words, the grade of membership of si bounded to a sub .݊≥݅≥11,1=݅݊≥(݅ݏ)݂−1≥(݅ݏ)≥0 
interval [tQ (si), 1 – fQ (si)] of [0, 1]. Thus, vague sets are a generalization of Fuzzy sets, since the grade of 
membership μQ(s) of s in the above definition may be inexact in a vague set.” 
 
Definition: 3  
“The minimum operation of vague values s and t is defined by  
s and t = [minimum (ts ,tt), minimum (1-fs , f t)]  
= [ minimum (ts ,tt), 1-maximum(1-fs, 1-ft)]”  
 
Definition: 4  
“The Maximum operation of vague values s and t is defined by  
s or t = [maximum(ts ,tt), maximum(1-fs , f t)] 
= [ maximum (ts ,tt), 1-maximum(1-fs, 1-ft)]”  
 
Definition: 5  
“The complement of vague value s is defined by [ݏݐ−1, ݏݐ]=̅ݏ  
Let Q, P be two vague sets in the universe of discourse S= {u1, u2, . . . , un},  

  
Definition: 6  
“The intersection of vague sets Q and P is defined by,  

  
The union of vague sets Q and P is defined by, 

 
The complement of vague set Q is defined by 

 
 
Definition: 7  
“For vague value x = [tx, 1 − fx], define the defuzzification function to get the precise value as follows. 
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Proposed model of decision making:  
Let W = {W1, W2, . . . , Wn} be a set of alternatives, G = {G1, G2, . . . , Gn} be the set of attributes, ω = (ω1, ω2, . . . , ωn) 

is the weighting vector of the attribute Gj, j = 1, 2, . . . , n, where ωj ∈ [0, 1], such that ∑
  j=1= 1. Letݓ ݊

D = {D1, D2, . . . , Dn} be the set of decision makers, V = (V1, V2, . . . , Vn)T be the weighting vector of the dec ision 

makers, with Vk ∈ [0,1] , ∑1=݇ݒ ݐ 
 
The developed model of MAGDM is given as follows:  
Step 1: 
 

 

 
Step 3:  
Assume weight w = (0.28, 0.24, 0.20, 0.16, 0.12) is determined from standard normal distribution about 5 variables.  
Step 4: 
Find reduced matrix R = (Rij) = (Tij Iij, Fij) from the given k decision making matrices as follows: 

 

 
Step 5:  
Taking r = (1, 0, 0) as decision row is fixed. 
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NUMERICAL ILLUSTRATION:  
Step 1: 
 
Assume that an investing firm, wanted should allocate a certain amount of money to the best selection out of five 
options on a panel; W1 is a Unlimited enterprise, W2 is a Private enterprises, W3 is a public enterprise, W4 is an 
associate enterprise & W5 is an Holding and Subsidiary enterprises.  
 
The investment company must take a decision according to the four following attributes; G1 is the risk analysis, G2 is 
the growth analysis, G3 is the political impact analysis and G4 is the environmental impact analysis. The decision 

matrices of vague values  
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W = {0.28, 0.24, 0.2, 0.16, 0.12}  
 
Step 2:  
 
NEW REDUCED MATRIX 
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CONCLUSION 
 
In this MAGDM procedure, hazy, ambiguous numbers are encountered. There are instances when attribute weight 
information is fully unknown, occasionally known, and occasionally partially known. One assumption about 
MAGDM issues is that there are a fixed number of possible solutions. Sorting and ranking are the two main steps in 
solving a MAGDM issue. They may be thought of as alternate approaches of integrating the data in a problem's 
decision matrix with extra information from the decision maker to arrive at a final ranking or choice among the 
options. All but the most basic MAGDM approaches require extra information from the decision matrix in addition 
to the information already present in the matrix in order to determine a final ranking or selection. 
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Accurate demand forecasting is crucial for efficient inventory management and ensuring customer 
satisfaction in the pharmacy industry. Traditional forecasting methods often struggle to capture the 
complex patterns and dynamics inherent in pharmaceutical sales data. In recent years, machine learning 
techniques have emerged as powerful tools for demand forecasting. This research paper aims to explore 
the application of machine learning algorithms in forecasting pharmacy sales. Specifically, we employ 
regression models, decision trees, random forests, and neural networks to predict future sales volumes 
based on historical data. The dataset used in this study comprises daily sales data, product attributes, 
and external factors such as seasonality and promotions. Through extensive experimentation and 
evaluation, we compare the performance of different machine learning models in terms of forecasting 
accuracy, robustness, and computational efficiency. The results demonstrate the efficacy of machine 
learning techniques in demand forecasting for pharmacy sales, with the neural network models 
outperforming other methods, achieving a significantly lower mean absolute error and root mean square 
error. These findings provide valuable insights for pharmacy retailers and stakeholders to optimize 
inventory planning, supply chain operations, and customer satisfaction. Furthermore, the research 
highlights the potential of machine learning as a transformative approach in improving demand 
forecasting accuracy in the pharmacy industry. Future research may explore advanced deep learning 
architectures and incorporate additional data sources to enhance the forecasting capabilities and address 
specific challenges unique to the pharmacy domain. 
 
Keywords: Machine Learning, efficiency, forecasting, regression, deep learning, accuracy 
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INTRODUCTION 
 
Demand forecasting plays a critical role in the pharmaceutical industry, where accurate predictions of sales volumes 
are essential for effective inventory management, supply chain optimization, and meeting customer demands. The 
ability to forecast future sales accurately enables pharmaceutical companies and retailers to optimize their 
operations, streamline production, reduce costs, and ensure adequate stock availability of medications. However, the 
dynamic and complex nature of pharmaceutical sales poses challenges for traditional forecasting methods. 
Pharmaceutical sales are influenced by various factors, including market trends, seasonality, product attributes, 
promotional activities, and external factors such as disease outbreaks or regulatory changes. These factors introduce 
significant variability and make it difficult to capture the underlying patterns using conventional forecasting 
approaches such as time-series analysis or simple regression models. As a result, there is a growing need for 
advanced forecasting techniques that can handle the intricacies of pharmaceutical sales data and provide more 
accurate predictions. 
 
In recent years, machine learning has emerged as a powerful tool for demand forecasting in various industries. 
Leveraging its ability to analyze vast amounts of data and identify complex patterns, machine learning offers the 
potential to improve the accuracy and reliability of pharmaceutical sales forecasting. Machine learning algorithms 
can capture nonlinear relationships, identify hidden patterns, and incorporate multiple variables simultaneously, 
thereby enabling more precise predictions. The objective of this research paper is to explore the application of 
machine learning techniques in demand forecasting of pharmaceutical sales. We aim to investigate various machine 
learning algorithms, including regression models, decision trees, random forests, and neural networks, to predict 
future sales volumes based on historical data. Additionally, we consider the inclusion of relevant factors such as 
product attributes, promotional activities, and external variables to enhance the forecasting accuracy. 
 
LITERATURE REVIEW  
 
Learning applied to demand prediction, highlighting its benefits, targeted business sectors, and advantages over 
traditional statistical techniques. Conventional methods used in forecasting grocery store sales often lead to 
ineffective predictive models, leaving many challenges unresolved. The study emphasizes the importance of training 
AI models on data to accurately anticipate future events. Sales prediction is a crucial aspect of business intelligence, 
particularly in cases of data scarcity, missing information, and anomalies. Businesses are urged to explore alternative 
approaches for improved revenue and preparedness. The findings from a research paper [1] suggest that leveraging 
Machine Learning approaches, along with a combination of techniques in market forecasting models, can greatly 
benefit producers and retailers in the fast-moving consumer goods industry. Notably, these approaches result in 
improved accuracy when predicting demand compared to conventional methods. They offer greater flexibility in 
handling diverse data factors and the ability to process large volumes of data effectively. Furthermore, the research 
emphasizes that predicting demand resembles solving a regression problem rather than a mathematical one. As a 
result, employing regression approaches in sales forecasting leads to enhanced outcomes compared to traditional 
predictive techniques. 
 
In a different study [2], researchers examined the use of a stacking method to create a regression ensemble 
comprising individual models. The results indicated that incorporating stacking techniques can enhance the 
predictive efficiency of sales time series forecasting.Error estimation was conducted using a relative mean absolute 
error (MAE), calculated as error = MAE/mean (Sales) * 100%. Commonly employed methods for demand estimation 
include time series forecasting strategies, such as exponential smoothing, Holt Winters model, Box & Jenkins model, 
regression simulations, and ARIMA. However, the effectiveness of these techniques greatly depends onfactors such 
as the specific implementation, target projections, and user interface. Prediction precision for each case was 
determined using the well-known Root Mean Square Error (RMSE). As anticipated, improving forecast accuracy by 
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reducing the RMSE leads to enhanced outcomes for both consumers and manufacturers [3]. In this study [4], a 
comprehensive demand forecasting framework is developed, aiming to improve upon traditional methods. The 
framework incorporates various machine learning algorithms for analyzing and interpreting historical data. Nine 
different time series techniques, including moving average (MA), exponential smoothing,Holt-Winters, ARIMA 
strategies, and three Regression Models, as well as SVR and MLFANN, a multilayer feedforward artificial neural 
network, are combined using a boosting ensemble approach. The results demonstrate significant improvements in 
prediction accuracy when compared to individual prediction models. The proposed framework offers enhanced 
precision in the demand forecasting process. 
 
In the study [5], recent advancements in the field of sales forecasting, specifically in the context of fashion and new 
product forecasting, were outlined. Traditional statistical procedures, including exponential smoothing, ARIMA, Box 
and Jenkins model, regression models, and Holt-Winters model, are commonly used for salesforecasting. However, 
these traditional approaches often struggle to provide accurate sales information for new products and customer-
oriented items. The study highlights the effectiveness of hybrid forecasting models as a promising solution to 
address these challenges and improve the accuracy of sales forecasting. In the research paper [6], an investigation 
was conducted on three machine learning algorithms—Generalized Linear Model (GLM), Decision Tree (DT), and 
Gradient Boost Tree (GBT)—for prediction purposes. The study revealed that the Gradient Boost Algorithm 
demonstrated the highest accuracy in forecasting and predicting future sales. With the rise of e-commerce websites 
and the ability for customers to leave feedback on various products, there is a growing need to analyze and extract 
valuable information from large volumes of customer reviews. To address this, the study utilized supervised 
machine learning techniques, specifically Support Vector Machines(SVM) and Naive Bayes, to classify beauty 
products from Amazon. The results indicated that SVM outperformed Naive Bayes when dealing with larger 
datasets [7]. 
 
Problem Identification 
One of the significant hurdles faced by supermarkets is the manager's ability to accurately predict sales patterns and 
proactively plan stock replenishment and staffing. The key challenges identified include: 
 Insufficient accuracy in sales forecasting 
 Inadequacy of conventional statistical techniques in handling large datasets 
 Subpar performance of predictive models 

These challenges necessitate the exploration and implementation of more robust and efficient approaches to improve 
forecasting accuracy, effectively manage large data volumes, and enhance the performance of predictive models in 
the supermarket industry. 
 
A. Problem Formulation: 
1. Define the objective as forecasting pharmacy sales based on pharmacy sales data. 
2. Let X = {(x1, y1), (x2, y2), ..., (xN, yN)} be the dataset, where N is the number of sales per week. 
3. In the dataset, xi denotes the input features for the ith sales record, and yi represents the corresponding sales 

label. 
 
B. Data Preprocessing: 
   1. Perform data cleaning, including handling missing values, outliers, and inconsistencies. 
   2. Normalize the input features to ensure they have similar scales. 
   3. Split the dataset into training, validation, and testing sets. 
 
C. RNN Model Architecture: 
1. Design the RNN architecture with long short-term memory (LSTM) units to capture temporal dependencies in 

the sequential patient data. 
2. Define the number of LSTM layers, the number of hidden units in each layer, and the activation functions. 
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3. Specify the input shape and sequence length for the RNN model. 
4. Consider techniques like dropout or recurrent dropout to prevent over fitting. 
 
D. Training the Model: 
1. Initialize the model's parameters and hyper parameters. 
2. Utilize an optimization algorithm, such as stochastic gradient descent (SGD), Adam, or RMSprop, to train the 

model. 
3. Define an appropriate loss function, such as binary cross-entropy or categorical cross-entropy, to measure the 

model's performance. 
4. Iterate through multiple epochs, adjusting the model's parameters to minimize the loss and improve predictions. 
5. Monitor the training process and utilize early stopping if necessary to prevent overfitting. 
 
E. Model Evaluation: 
   1. Evaluate the trained RNN model on the validation set to assess its performance and tune hyperparameters if 
needed. 
   2. Calculate various performance metrics, including accuracy, precision, recall, F1-scoreto measure the model's 
effectiveness in predicting pharmacy sales. 
   3. Analyze and interpret the model's predictions to gain insights into important sales factors and their impact. 
 
Training & Testing  
We train a recurrent neural network (RNN) with Two layers, including one input layer, one output layer, and 
Twohidden layers. The output layer utilizes the softmax activation function for multi-class classification. Each layer 
consists of a variable number of recurrent units. After pre-processing, the input features are represented as a 
sequence of vectors with a dimension of 139. The number of recurrent units in the input layer matches the input 
feature dimension, and the number of units in the output layer matches the number of output classes. The RNN 
processes the sequential input data, capturing temporal dependencies and modeling sequential patterns. The hidden 
layers allow the network to learn complex representations and extract relevant features from the sequential data. 
 
CONCLUSION 
 
The demand forecasting of pharma sales using RNN (Recurrent Neural Network) and LSTM (Long Short-Term 
Memory) models achieved an accuracy of 86%. This accuracy indicates that the models were able to predict the sales 
with a high level of precision.Models are particularly well-suited for time series forecasting tasks like sales 
prediction. They are capable of capturing sequential dependencies and long-term patterns in the data, allowing them 
to make accurate predictions based on historical information.Additionally, other evaluation metrics such as 
confusion matrix can provide further insights into the performance of the models. 
 
FUTURE SCOPE 
 
One potential avenue is model optimization, where hyperparameters and network architecture can be fine-tuned to 
enhance performance. Additionally, incorporating additional relevant features such as macroeconomic indicators, 
weather data, or promotional events could provide valuable insights for more accurate predictions. Exploring more 
granular data, such as hourly or real-time data, may also capture finer fluctuations in sales and lead to more precise 
forecasts.By addressing these future scopes, businesses can leverage advanced forecasting techniques to optimize 
their operations, make informed decisions, and stay ahead in the competitive pharmaceutical industry. 
 
 
 

Roopesh Makwana and Vaishali Gupta 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73510 
 

   
 
 

REFERENCES 
 
1. M. J. Iqbal, M. I. Geer, and P. A. Dar, "Evaluation of Medicines Forecasting and Quantification Practices in 

Various Evaluation of Medicines Forecasting and Quantification Practices in Various Public Sector Hospitals 
Using Indicator Based Assessment Tool," J. Appl. Pharm. Sci., vol. 7, no. 12, pp. 72-76, 2018. 

2. P.-A. Cornillon, W. Imam, and E. Matzner-LZber, "Forecasting time series using principal component analysis 
with respect to instrumental variables Forecasting time series using principal component analysis with respect to 
instrumental variables," Comput. Stat. Data Anal., vol. 52, no. 7, pp. 1269-1280, 2008. 

3. I. A. Gheyas and L. S. Smith, "A Neural Network Approach to Time Series Forecasting," Proc. World Congr. Eng., 
vol. II, no. 1, pp. 1-5, 2009. 

4. G. Lai, W.-C. Chang, Y. Yang, and H. Liu, "Modeling Long- and Short-Term Temporal Patterns with Deep Neural 
Networks," SIGIR, pp. 1-5, 2018. 

5. K. N. Mahajan, "Business Intelligent Smart Sales Prediction Analysis for Pharmaceutical Distribution and 
Proposed Generic Model," vol. 8, no. 3, pp. 407-412, 2017. 

6. Y. Tech, "A Deep Learning Algorithm to Forecast Sales of Pharmaceutical Products," pp. 1-5, 2017. 
7. R. Guseo et al., "Pre-launch forecasting of a pharmaceutical drug," Int. J. Pharm. Healthc. Mark., vol. 11, no. 4, pp. 

412-438, 2017. 
8. A. Papana, D. Folinas, and A. Fotiadis, "Forecasting the consumption and the purchase of a drug," Int. Conf. 

SUPPLY Chain. Funct., vol. 2, pp. 1-5, 2016. 
9. N. K. Zadeh, M. M. Sepehri, and H. Farvaresh, "Intelligent Sales Prediction for Pharmaceutical Distribution 

Companies: A Data Mining Based Approach," Hindawi Publ. Corp., vol. 2014, pp. 1-10, 2014. 
10. T. Pham, T. Tran, and D. Phung, "Predicting healthcare trajectories from medical records: A deep learning 

approach Predicting healthcare trajectories from medical records: A deep learning approach," pp. 1-5, 2017. 
11. E. AL-Shamery and A. AL-haq, "An Optimized Feed Forward Neural Network for Reducing Error Based Stoch 

Market Prediction," J. Eng. Appl. Sci., vol. 13, no. 5, pp. 4616-4621, 2018. 
12. F. Jiang et al., "Artificial intelligence in healthcare: past, present and future," stroke Vasc. Neurol., pp. 1-9, 2017. 
13. E. AL-Shamery and A. AL-haq, "Enhancing Prediction of NASDAQ Stock Market Based on Technical Indicators," 

J. Eng. Appl. Sci., vol. 13, no. 5, pp. 4630-4636, 2018. 
 

 
Fig. 1 General Structure of RNN ( Guseo, 2017) 
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Fig. 2 Flowchart of Proposed System 
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Fig 3. Confusion Matrix of given results 
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The study uses density functional theory (DFT) with the B3LYP function and the 6-311++G(d,p) basis set 
for structure optimization. The introduction of electron donor groups at ureido and carboxylate termini 
decreases the C-O and C-N bond distances in UPM, which is due to their electron-donating nature. The 
OH-UPM model is found to be the most stable and has lower HOMO energy and ionization values, 
indicating increased stability and reduced reactivity. The reactivity assessment based on energy gap 
parameters rates OH-UPM as the most stable among the studied models. Additional parameters (η, S 
and μ) are measured to evaluate the stability of the connection. Excitation calculations show intense 
peaks corresponding to n-to-π* or π-to-π* transitions and are influenced by substituent groups. OH and 
NH2 phenyl substituent’s dominate in π-to-π* transitions, while CH3 and OCH3 groups favour both n-to-
π* and π-to-π* transitions. 
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INTRODUCTION 
 
In 1922, the first clinical use of bioactive peptides involved administering insulin to a patient suffering from type I 
diabetes. Since then, researchers looking to create novel therapeutic medications have become interested in bioactive 
peptides [1]. Sanger's discovery of insulin's amino acid sequence in the early 1950s allowed chemists to investigate 
peptides as a novel class of compounds. Clinical applications are made of some endogenous bioactive peptides, 
particularly hormones that circulate in the bloodstream, in their intact forms (e.g., insulin, vasopressin) or their 
chemically modified forms (e.g., calcitonin analogues, glucagon-like protein 1 analogues) [2]. The majority of 
bioactive peptides that have been found thus far, however, are not suitable for drug application due to their low cell-
membrane permeability, low metabolic stability, lack of oral activity, and rapid excretion [3].Consequently, 
peptidomimeticsthe structural and functional mimicking of bioactive peptides using non-canonical amino acids or 
non-peptidic scaffolds has emerged as a proven technique for addressing the pharmacokinetic limitations of 
peptides[4].Another significant function of peptidomimetics in medicinal chemistry is conformational restriction, 
which can offer peptides a higher binding potency and target selectivity than they do as parents[5].Even though free 
rotation about single bonds allows a biologically active compound, like a drug, chemical transmitter, or peptide, to 
assume a variety of conformations, it binds to the target biomolecule assuming one of these conformers, which is a 
bioactive conformation. A compound may only have an unstable active conformer if it has a low binding affinity for 
its target molecule. As a result, the synthesis of lead compound analogues with conformational restrictions 
frequently produces an enhanced specific binding affinity for the target molecule [6]. 
 
Another useful method for examining the bioactive conformation of a chemical is to restrict its conformation. 
Peptidomimetics have embraced the conformational restriction concept because of its beneficial aspects for drug 
design [7].Mimicking the secondary structure of the amino acid sequence necessary for interacting with the target is 
crucial in peptidomimetic design. One of the most thoroughly studied methods for creating peptidomimetics that 
target peptide–protein and peptide–receptor interactions mimic a typical secondary structure, such as the b-turn, g-
turn, a-helix, or b-strand. This is primarily due to the binding site of the bioactive peptides frequently forming this 
kind of characteristic secondary structure for the target biomolecules to recognize it. Proteolytic enzymes are likely to 
recognize an extended b-strand conformation of their target peptides, whereas receptors like G-protein coupled 
receptors (GPCRs) frequently recognize a turn conformation of their endogenous peptide ligands [8-10]. To replicate 
the secondary structures necessary for particular target binding, several conformations limited scaffolds were 
created. There have been published thorough and excellent reviews on a variety of peptidomimetic scaffolds [11]. 
Many experimental and theoretical techniques have been used to study peptidomimetics and its applications in great 
detail [12,13]. Ureidopeptidomimetics (UPMs) are a type of synthetic peptidomimetics [14] where a ureido group is 
substituted for a peptide bond. It has been demonstrated that the presence of anureido group improves the 
probereceptor specificity and metabolic stability for drug binding [15].  
 
UPMs, which are more commonly known as antibiotics, have also been shown to function as HIV-1 protease 
inhibitors[16, 17]. Different substituents, such as organic groups (carboxylic groups, amines, etc.), have been used to 
synthesize UPs. From organic (ferrocene units)[18-20] to inorganic (functional groups). These peptidomimetic 
compounds have the potential to be developed as drugs due to their permeability, metabolic stability, and extended 
degradation time [21] To be used in therapeutic applications, these mimetics must be understood at the microscopic 
level, which can be done with the aid of density functional theory (DFT) techniques. Understanding the behavior and 
function of biomolecules, which span a wide range of biological processes, requires a fundamental understanding of 
their molecular properties. Determining the intricate connections between molecular structure and biological activity 
requires the use of molecular descriptors, which are quantitative depictions of structural and physicochemical 
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features. Robust molecular descriptors are becoming more and more necessary as bimolecular research progresses 
because they offer important information about the properties that affect biological functions. The structural 
subtleties of these various biomolecules can be quantified and compared using molecular descriptors, which help 
predict their interactions, functions, and roles in biological systems. In the age of computational biology, where 
combining computational techniques with experimental data improves our comprehension of biomolecular 
structures and functions, the use of molecular descriptors have become especially important [22]. Molecular 
descriptors facilitate drug discovery and design processes by enabling the creation of predictive models for 
biological activities through the capture of crucial structural features [23]. Key biopharmaceutical properties that 
facilitate a drug's passage through various cellular barriers and entry into the body include solubility, stability, 
permeability, and first-pass effect [24, 25]. Furthermore, the pharmacokinetic properties of the following details [26] 
guarantee efficient drug delivery to the targeted locations: volume of distribution, biological half-life, and clearance 
rate. Lipophilicity, or a compound's ability to dissolve in fats, oils, lipids, and nonpolar solvents like hexane or 
toluene, has long been recognized as being essential to a drug's ability to proceed through the clinical development 
process [27, 28]. The total of all intermolecular forces acting on a solute and the two phases it partitions between is 
reflected in this quantity [29]. In general, distribution coefficients (logD) or the Octanol-water partition coefficient 
logP are used in experiments to express lipophilicity. While log p calculates the ratio of the sum of the concentrations 
of all forms of the compound (pH-dependent mixture of ionized and unionized forms) in each of the two phases, 
logP describes the partition equilibrium of an un-ionized solute. One crucial prerequisite for developing new drugs 
is the precise and effective assessment of lipophilicity.  
 
Rather than using costly experimental logP measurements, the theoretical logP values determined by the 
quantitative structure-activity relationship (QSAR) models [30] are frequently employed in practice. Since the 
partition coefficients and the solvated molecules' electronic structures are closely related, quantum chemistry 
techniques can also be applied to this kind of study. Computational techniques for accurately describing the 
electronic structure of single, non-interacting relatively large molecules have become widespread, particularly in the 
last ten years [31].The application of DFT and TD-DFT techniques facilitates a comprehensive and precise 
investigation of molecular characteristics, providing valuable perspectives that may steer the logical development of 
innovative compounds with augmented therapeutic potential [32]. The assortment of Ureidopeptidomimetics chosen 
for this research contributes to the analysis by taking into account variances in chemical structures and functional 
groups. The electronic characteristics of the compounds under study guided the choice of molecular descriptors for 
this study. The HOMO-LUMO band gap, softness, chemical hardness, chemical potential, dipole moment, salvation 
energy, global nucleophilicity, log P, ovality, area volume, polar surface area (PSA), and polarizability were among 
these descriptors. The lowest unoccupied molecular orbital (LUMO) and the highest occupied molecular orbital 
(HOMO) were also included. To shed light on the interaction between hydrophobic and hydrophilic forces within 
the complex molecular landscapes of living organisms, this paper hopes to investigate the application of the logP 
concept to studied molecules. We can learn more about the structures, operations, and roles that different 
biomolecules play in cellular processes by analyzing their hydrophobicity profiles, which advances our knowledge 
of the molecular underpinnings of life. By using cutting-edge computational techniques, this study seeks to 
illuminate the complex interactions between the structural characteristics, optical attributes, and molecular reactivity 
descriptors of ureidopeptidomimetics. Predicting the bioavailability and distribution of these molecules in biological 
systems also depends on determining the octanol/water partition coefficients. 
 
Computational methods 
Density functional theory (DFT) is used for structural optimizations of all models. The long-range electron-electron 
interaction-corrected hybrid B3LYP [33] functional is used with the 6-311++ G(d,p) basis set, which is implemented in 
the Gaussian 09 package [34]. It is discovered that this functional provides suitable long-range electron-electron 
correlation interactions [35–37]. This basis set can be regarded as sufficiently large and can yield dependable 
molecular geometries and reaction enthalpies [38]. Here, the models are chosen so that the carboxylate end (UPM–
R2) and ureido end (R1–UPM) are where the substituent groups (R1/R2 =-CH3,-CH3O,-OH, and -NH2) are located 
(Fig. 1). Based on frequency analysis, the structures are classified as minima or maxima. The structure is confirmed to 
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be minima by the presence of all real frequencies. Geometries of excited states and their characteristics, such as 
excitation energies, have been studied using time-dependent density functional theory, or TD-DFT [39]. In this work, 
the chemical properties of the molecules under investigation in various solvents and the gas phase are examined 
using the implicit polarizable continuum model (PCM). A popular implicit solvent model in quantum chemistry and 
Density Functional Theory (DFT) computations is the Polarizable Continuum Model (PCM). It is designed to 
incorporate the effects of a solvent environment without explicitly representing the solvent molecules.  In this 
research utilize the solvents such as methanol (ε = 32.6), acetonitrile (ε = 37.5),DMSO(ε = 47) and water (ε = 78.5). 
 
RESULTS AND DISCUSSION 
 
Optimized geometric structures 
Using the DFT/B3LYP method for the ground state and the TD-DFT/B3LYP method for the excited state, the 
optimized structures of all UPM models of molecules have been obtained. Figure 2 displays the optimized 
geometrical structures, while Table 1& 2 contains a list of the parameters. In this work, all models are reported with 
their energetics analyzed and optimized. The relaxation reveals that, as in natural peptides and unsubstituted UPMs, 
the conformers with all of their bonds oriented trans to one another have the lowest energy. The substitution at the 
carboxylate end (C6–O7–C8–R2), on the other hand, follows the same trans orientation as other bonds (870), whereas 
the substitution at the ureido end causes it to be oriented perpendicular to the plane of the peptide backbone, 
creating a dihedral angle (C3–N2–C1–R1) of about 1540. Analyzing the structural parameters reveals that, in 
comparison to the unsubstituted UPM, the substitution of electron donor groups at the ureido and carboxylate ends 
shortens the C-O and C-N bond distances in PM by 0.0040^A and 0.00020^A, respectively (Tables 1 and 2). This is 
explained by the electron-donating nature of the substitution. When substituted at the ureido end, all of the 
substituents demonstrate their capacity to donate electrons. Regardless of the models employed here, the groups 
substituted at the ureido end function as electron-rich groups. 
 
Frontier molecular orbital’s (FMOs) 
By examining the HOMO and LUMO, the charge transfer that occurred within the molecule was explained. As 
FMOs, both orbitals are named. The final charge transfer interaction within the molecule is explained by the HOMO-
LUMO energy gap, which is also helpful in determining the electrical transport properties of molecules. Low kinetic 
stability and high chemical reactivity are characteristics of molecules with small frontier orbital gaps (HOMO-LUMO 
energy gaps) [40–42]. This is because it is energetically advantageous to add an electron to the high-lying LUMO to 
remove electrons from the low-lying MOMO. How it interacts with other species is determined by HOMO and 
LUMO. Using the DFT method with B3LYP functional and 6-311++G (d,p) basis set , the frontier molecular orbitals 
(FMOs) of the molecules under study have been computed. Figure 3&4 displays the molecular orbital structures in 
gas phase for R-UPM and UPM-R models. The lowest unoccupied molecular orbital (LUMO) and the highest 
occupied molecular orbital (HOMO) make up the FMOs. The energy differential between the HOMO and the LUMO 
is known as the HOMO-LUMO Gap energy. When describing a molecule's chemical reactivity and interactions, the 
FMOs are crucial parameters. Additionally, it can shed light on the characteristics of the molecules in both gas phase 
and aqueous solution. The HOMO and LUMO energies, as well as the energy gap (ΔE) between them, are obtained 
for the gas phase and various solvents shown in Table 3&4 and Figures 5 &6. Based on Table 3&4, it can be inferred 
that the OH-UPM model exhibits greater stability when compared to other models. This is 
because the molecule's large energy gap contributes to its higher stability and lower chemical reactivity. 
 
Global chemical reactivity descriptor 
The global chemical reactivity descriptors of the molecule, including the ionization potential electron affinity, electro 
negativity, global softness, global hardness, chemical potential, and electrophilicity index, were ascertained using the 
FMOs energies (EHOMO, ELUMO) [43, 44]. To interpret and comprehend the stability and reactivity of 
molecular systems, it is helpful to consider two significant molecular properties: electronegativity and hardness [45]. 
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Molecular descriptors measured with quantum mechanical techniques have been used in many QSAR studies 
[46]. They calculate molecular volumes that describe form, binding effects, and molecular reactivity. The most well-
known quantum chemical descriptors are HOMO and LUMO energy because they are the reaction species that 
control multiple chemical reactions [47]. HOMO energy is used to quantify the molecular sensitivity to 
electrophile attacks and is directly correlated with the ionization potential. On the other hand, the LUMO energy 
explains the molecule's vulnerability to nuclear attack and is directly related to the electron affinity. The energies 
known as HOMO and LUMO both control radical. Reactions You can also succinctly define hard and soft 
nucleophiles, electrophiles and molecule stability, and active durability of HOMO and LUMO. The global 
reactivity descriptors, such as energy gap (Eg), ionizing potential (IP), affinity of electrons (EA), electron-negativity 
(χ), hardness (n), hardness (S), chemical potentials (μ), electrophilicity index (χ), charge-transfer (ΔNmax), 
nucleofugality (ΔEn), and electrofugality in gas phased form, are therefore determined using HOMO-LUMO 
energies. 

HOMO LUMO(E E ) I A
2 2
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Two new reactivity indices, nucleofugality (ΔEn) and electrofugality (ΔEe) were proposed by Ayers and colleagues 
[48] to measure the ability of nucleophiles and electrophiles to leave the community. These indices are explained 
as follows. 

        
(6)

 

         
(7)

 

Table 3 & 4 displays the chemical and global descriptors for the following: ionization potential (IP), durability (S), 
softness (μ), charge transfer (ΔNmax), electrofugality, electronegative affinity (EA), electronegativity (χ), durability 
(S), softness (μ), and electrophilicity index (A). 

 
The best electron donor in the models under study is OH-UPM, which also has the lowest ionization value (IP = 

6.8265 eV) and lowest HOMO energy (EHOMO = -6.8265 eV) (Table 3 &4). Moreover, comparable trends are 
evident for the UPM-R2 models. Based on energy gap (ΔE) parameters, the compounds exhibit the highest reactivity, 
indicating that compound OH-UPM is the most stable among them, with the order being OH-UPM> CH3O-UPM > 

NH2-UPM > CH3-UPM. 
It's crucial to remember that these descriptors give a simplified picture of a molecule's reactivity, even though they 
contain useful information. Reactivity is a complicated attribute that is influenced by many different things. 
For a thorough evaluation, it may be necessary to take into account several descriptors and experimental 
data. The best electron acceptor in the models under study, UPM-OH, has a higher electronegativity value. An 
atom's propensity to draw electrons into a covalent bond is indicated by higher electronegativity values. When a 
high electronegativity molecule interacts with other ions or in polar environments, it can become more reactive. 
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Because the OH-UPM model has a higher chemical potential, there is a greater chance that the system will 
experience a chemical change, which suggests increased reactivity. 
 
Excited states and absorption spectra  
Using the TD/DFT method for the gas phase and the PCM-TD/DFT method for the solvent phase, the excited states 
of the molecules have been calculated. Table 5 displays the values for the oscillator strength (f), excitation energy 
(Ex), maximum absorption wavelength (λmax), and significant MO assignments in both the gas and solvent phases for 
R-UPM model. The result is that the maximum values of the studied molecules (R1–R4) range from 218.00 to 209 nm 
and 218.00 to 250.00 nm for R-UPM and UPM-R models respectively. The first excited state in the Franck-Condon 
region corresponds to the change from the highest energy occupied molecular orbital to the lowest energy 
molecular orbital, based on results from calculations conducted in the gas phase and solvent phase. The first excited 
state correlates to the transition from HOMO to LUMO, while the second excited state corresponds to the HOMO -> 
LUMO +1 transition, based on data from solvent phase calculations.  Figure 7-10 illustrates how the investigated 
molecules' absorption spectra in the two environments differ in terms of spectral region pattern. The dominance of 
the HOMO→LUMO transition has been revealed by comparing the results for the two environments. The electronic 
structure of the peptide backbone is found to be significantly altered, along with its polarization, when UPMs are 
substituted with different donor units (CH3, OCH3,OH, and NH2). This led to a shift in the un-substituted 
UPM's negative charge polarization from the ureido group towards the end where the substituent was located. The 
calculations of excitation reveal two sharp peaks that correspond to the transitions from n to π* or π 
to π*, where π and n are localized at distinct energy levels based on the substituent groups selected. The OH and 
NH2 phenyl substituent’s in UPM are predominant in  π to π* transitions,  whereas the CH3 and OCH3 

groups favor both π to π* and n to π* transitions. Excitation studies reveal that, except for the OH-UPM 
model, all of the models exhibit strong peaks that transition from one end to the other of the orbitals. 
 
CONCLUSIONS 
 
This work investigates chemical modifications in UPM mimetics and finds that structural and electronic properties 
are affected by the substitution of electron donor groups. Similar characteristics are shown by computational analysis 
of different UPM models, where bond distances are shortened by specific substitutions. The most stable model is 
the OH-UPM model, which has lower ionization and HOMO energy values. OH-UPM is ranked as the most stable 
model among the models examined in the reactivity assessment based on energy gap parameters. The results 
of the excitation calculations show that different transitions are affected by substituent groups. OH and NH2 are 
more prominent in the π to π* transitions, whereas CH3 and OCH3 are more favourable in the n to π* and π to 
π* transitions. 
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Table 1. Structural parameters (bond length (A) and bond angles ( ̊  )) of R-UPM model studied at the neutral state 
using DFT/B3LYP/6-311++G(d,p) basis set. 
 ureido end carboxylate end 
Solvent rC–R rC–N rC=O N–C–R1 rC=O rO-C rC–R2 rO–C–R2 

 Un substituted UPM 
GAS ----- 1.45663 1.23089 ----- 1.21662 1.44352 ----- ----- 
METH ----- 1.45716 1.24354 ----- 1.21942 1.44899 ----- ----- 
ACET ----- 1.45716 1.24362 ----- 1.21943 1.44901 ----- ----- 
DMSO ----- 1.45714 1.24380 ----- 1.21946 1.44906 ----- ----- 
WATER ----- 1.45711 1.24404 ----- 1.21948 1.44912 ----- ----- 

CH3-UPM 
GAS 1.52733 1.46096 1.23111 111.12 1.21665 1.44345 ----- ----- 
METH 1.52673 1.46272 1.24325 110.86 1.21943 1.44895 ----- ----- 
ACET 1.52672 1.46273 1.24331 110.86 1.21944 1.44897 ----- ----- 
DMSO 1.52666 1.46279 1.24347 110.83 1.21947 1.44904 ----- ----- 
WATER 1.52662 1.46284 1.24368 110.81 1.21951 1.44911 ----- ----- 

CH3O-UPM 
GAS 1.41555 1.44716 1.23082 114.27 1.21651 1.44411 ----- ----- 
METH 1.42222 1.44257 1.24107 114.09 1.21938 1.44936 ----- ----- 
ACET 1.42225 1.44255 1.24112 114.09 1.21939 1.44938 ----- ----- 
DMSO 1.42233 1.44251 1.24126 114.08 1.21941 1.44943 ----- ----- 
WATER 1.42243 1.44245 1.24144 114.08 1.21943 1.44945 ----- ----- 

OH-UPM 
GAS 1.41462 1.45395 1.23503 114.19 1.21619 1.44432 ----- ----- 
METH 1.42593 1.44601 1.24379 114.04 1.21925 1.44947 ----- ----- 
ACET 1.42598 1.44597 1.24383 114.04 1.21926 1.44949 ----- ----- 
DMSO 1.42611 1.44586 1.24395 114.04 1.21929 1.44953 ----- ----- 
WATER 1.42628 1.44573 1.24411 114.04 1.21933 1.44959 ----- ----- 

NH2-UPM 
GAS 1.46439 1.45342 1.23231 111.74 1.21627 1.44373 ----- ----- 
METH 1.46843 1.45213 1.24235 112.16 1.21938 1.44916 ----- ----- 
ACET 1.46846 1.45211 1.24241 112.16 1.21941 1.44918 ----- ----- 
DMSO 1.46848 1.45214 1.24255 112.17 1.21943 1.44923 ----- ----- 
WATER 1.46853 1.45214 1.24273 112.18 1.21946 1.44930 ----- ----- 

 
Table 2. Structural parameters (bond length (A) and bond angles ( ˚ )) of UPM-Rmodel studied at the neutral state 
using DFT/B3LYP/6-311++G(d,p) basis set. 
 ureido end carboxylate end 
Solvent rC–R rC–N rC=O N–C–R rC=O rO-C rC–R2 rO–C–R2 

Un substituted UPM 
GAS ----- 1.45663 1.23089 ----- 1.21662 1.44352 ----- ----- 
METH ----- 1.45716 1.24354 ----- 1.21942 1.44899 ----- ----- 
ACET ----- 1.45716 1.24362 ----- 1.21943 1.44901 ----- ----- 
DMSO ----- 1.45714 1.24380 ----- 1.21946 1.44906 ----- ----- 
WATER ----- 1.45711 1.24404 ----- 1.21948 1.44912 ----- ----- 

UPM- CH3 
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GAS ----- 1.45667 1.23094 ----- 1.21748 1.45583 1.52038 111.18 
METH ----- 1.45699 1.24352 ----- 1.22009 1.46205 1.51907 111.00 
ACET ----- 1.45699 1.24359 ----- 1.22010 1.46208 1.51906 111.00 
DMSO ----- 1.45699 1.24378 ----- 1.22012 1.46215 1.51905 111.00 
WATER ----- 1.45698 1.24402 ----- 1.22015 1.46224 1.51903 111.00 

UPM-OCH3 
GAS ----- 1.45678 1.23063 ----- 1.21297 1.42416 1.39979 107.66 
METH ----- 1.45707 1.24311 ----- 1.21472 1.42761 1.40306 107.30 
ACET ----- 1.45707 1.24318 ----- 1.21473 1.42763 1.40308 107.30 
DMSO ----- 1.45706 1.24337 ----- 1.21475 1.42769 1.40313 107.30 
WATER ----- 1.45706 1.24361 ----- 1.21478 1.42777 1.40320 107.30 

UPM-OH 
GAS ----- 1.45823 1.25708 ----- 1.24562 1.49939 1.40371 113.00 
METH ----- 1.45969 1.26696 ----- 1.24388 1.49907 1.40808 112.33 
ACET ----- 1.45970 1.26701 ----- 1.24387 1.49906 1.40810 112.33 
DMSO ----- 1.45973 1.26714 ----- 1.24382 1.49903 1.40816 112.32 
WATER ----- 1.45976 1.26732 ----- 1.24377 1.49901 1.40823 112.31 

UUP-NH2 
GAS ----- 1.45695 1.23085 ----- 1.22090 1.49144 1.41254 115.58 
METH ----- 1.45705 1.24366 ----- 1.22234 1.49703 1.41380 115.10 
ACET ----- 1.45704 1.24373 ----- 1.22234 1.49703 1.41382 115.10 
DMSO ----- 1.45703 1.24391 ----- 1.22235 1.49705 1.41386 115.09 
WATER ----- 1.45702 1.24414 ----- 1.22236 1.49706 1.41391 115.08 

 
Table 3: Calculated Global chemical reactivity descriptors of the studied molecules in the gas and different 
solvents 

      
HOMO  LUMO  I A x η μ s ω ΔN ΔEn ΔEe ΔE 

phase 

UPM  
-6.8646 -0.3957 6.8646 0.3957 3.6302 3.2345 -3.6302 0.3092 2.0371 1.1223 1.6414 8.9017 -6.4689 Gas 
-6.9027 -0.4242 6.9027 0.4242 3.6635 3.2393 -3.6635 0.3087 2.0716 1.1310 1.6474 8.9743 -6.4785 Methanol 
-6.9027 -0.4245 6.9027 0.4245 3.6636 3.2391 -3.6636 0.3087 2.0719 1.1311 1.6474 8.9746 -6.4782 Acetonitrile 
-6.9030 -0.4245 6.9030 0.4245 3.6638 3.2393 -3.6638 0.3087 2.0719 1.1310 1.6474 8.9749 -6.4785 DMSO 
-6.9027 -0.4248 6.9027 0.4248 3.6638 3.2390 -3.6638 0.3087 2.0721 1.1312 1.6473 8.9748 -6.4779 water 

CH3- UPM  
-6.8265 -0.3826 6.8265 0.3826 3.6046 3.2220 -3.6046 0.3104 2.0163 1.1187 1.6337 8.8428 -6.4439 Gas 
-6.8856 -0.4226 6.8856 0.4226 3.6541 3.2315 -3.6541 0.3095 2.0660 1.1308 1.6434 8.9516 -6.4630 Methanol 
-6.8861 -0.4229 6.8861 0.4229 3.6545 3.2316 -3.6545 0.3094 2.0664 1.1309 1.6435 8.9525 -6.4632 Acetonitrile 
-6.8869 -0.4231 6.8869 0.4231 3.6550 3.2319 -3.6550 0.3094 2.0667 1.1309 1.6436 8.9536 -6.4638 DMSO 
-6.8883 -0.4234 6.8883 0.4234 3.6559 3.2325 -3.6559 0.3094 2.0674 1.1310 1.6440 8.9557 -6.4649 water 

CH3O-U PM  
-7.1144 -0.5056 7.1144 0.5056 3.8100 3.3044 -3.8100 0.3026 2.1965 1.1530 1.6909 9.3109 -6.6088 Gas 
-7.1667 -0.4487 7.1667 0.4487 3.8077 3.3590 -3.8077 0.2977 2.1582 1.1336 1.7095 9.3249 -6.7180 Methanol 
-7.1669 -0.4484 7.1669 0.4484 3.8077 3.3593 -3.8077 0.2977 2.1580 1.1335 1.7096 9.3249 -6.7185 Acetonitrile 
-7.1675 -0.4479 7.1675 0.4479 3.8077 3.3598 -3.8077 0.2976 2.1577 1.1333 1.7098 9.3252 -6.7196 DMSO 
-7.1920 -0.4471 7.1920 0.4471 3.8196 3.3725 -3.8196 0.2965 2.1630 1.1326 1.7159 9.3550 -6.7449 water 

OH- UPM  
-7.2869 -0.5676 7.2869 0.5676 3.9273 3.3597 -3.9273 0.2977 2.2954 1.1689 1.7278 9.5823 -6.7193 Gas 
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-7.2510 -0.4620 7.2510 0.4620 3.8565 3.3945 -3.8565 0.2946 2.1907 1.1361 1.7287 9.4417 -6.7890 Methanol 
-7.2507 -0.4615 7.2507 0.4615 3.8561 3.3946 -3.8561 0.2946 2.1902 1.1360 1.7287 9.4409 -6.7892 Acetonitrile 
-7.2502 -0.4607 7.2502 0.4607 3.8555 3.3948 -3.8555 0.2946 2.1893 1.1357 1.7286 9.4395 -6.7895 DMSO 
-7.2497 -0.4593 7.2497 0.4593 3.8545 3.3952 -3.8545 0.2945 2.1880 1.1353 1.7287 9.4377 -6.7904 water 

NH2- UPM  
-6.8341 -0.4218 6.8341 0.4218 3.6280 3.2062 -3.6280 0.3119 2.0526 1.1316 1.6308 8.8867 -6.4123 Gas 
-7.0442 -0.4370 7.0442 0.4370 3.7406 3.3036 -3.7406 0.3027 2.1177 1.1323 1.6807 9.1619 -6.6072 Methanol 
-7.0456 -0.4373 7.0456 0.4373 3.7415 3.3042 -3.7415 0.3026 2.1183 1.1323 1.6810 9.1639 -6.6083 Acetonitrile 
-7.0480 -0.4376 7.0480 0.4376 3.7428 3.3052 -3.7428 0.3026 2.1192 1.1324 1.6816 9.1672 -6.6104 DMSO 
-7.0516 -0.4381 7.0516 0.4381 3.7449 3.3068 -3.7449 0.3024 2.1205 1.1325 1.6824 9.1721 -6.6135 water 

 
Table.4: Calculated Global chemical reactivity descriptors of the studied molecules in the gas and different 
solvents.   

HOMO  LUMO  I A x η μ s ω ΔN ΔEn ΔEe ΔE phase 
UPM -CH3 

-6.8377 -0.3649 6.8377 0.3649 3.6013 3.2364 -3.6013 0.3090 2.0037 1.1127 1.6388 8.8414 -6.4728 Gas 
-6.8932 -0.4041 6.8932 0.4041 3.6487 3.2446 -3.6487 0.3082 2.0515 1.1245 1.6474 8.9447 -6.4891 Methanol 
-6.8935 -0.4044 6.8935 0.4044 3.6490 3.2446 -3.6490 0.3082 2.0519 1.1246 1.6475 8.9454 -6.4891 Acetonitrile 
-6.8940 -0.4049 6.8940 0.4049 3.6495 3.2446 -3.6495 0.3082 2.0524 1.1248 1.6475 8.9464 -6.4891 DMSO 
-6.8948 -0.4054 6.8948 0.4054 3.6501 3.2447 -3.6501 0.3082 2.0531 1.1249 1.6477 8.9479 -6.4894 water 

UPM -CH3O 
-6.8733 -0.5358 6.8733 0.5358 3.7046 3.1688 -3.7046 0.3156 2.1655 1.1691 1.6297 9.0388 -6.3375 Gas 
-6.9305 -0.6430 6.9305 0.6430 3.7868 3.1438 -3.7868 0.3181 2.2806 1.2045 1.6376 9.2111 -6.2875 Methanol 
-6.9305 -0.6435 6.9305 0.6435 3.7870 3.1435 -3.7870 0.3181 2.2811 1.2047 1.6376 9.2116 -6.2870 Acetonitrile 
-6.9310 -0.6452 6.9310 0.6452 3.7881 3.1429 -3.7881 0.3182 2.2829 1.2053 1.6377 9.2139 -6.2858 DMSO 
-6.9316 -0.6471 6.9316 0.6471 3.7894 3.1423 -3.7894 0.3182 2.2849 1.2059 1.6378 9.2165 -6.2845 water 

UPM -OH 
-6.9827 -0.7886 6.9827 0.7886 3.8857 3.0971 -3.8857 0.3229 2.4375 1.2546 1.6489 9.4202 -6.1941 Gas 
-6.5824 -0.7861 6.5824 0.7861 3.6843 2.8982 -3.6843 0.3450 2.3418 1.2712 1.5557 8.9242 -5.7963 Methanol 
-6.9335 -0.6977 6.9335 0.6977 3.8156 3.1179 -3.8156 0.3207 2.3347 1.2238 1.6370 9.2682 -6.2358 Acetonitrile 
-6.9332 -0.6963 6.9332 0.6963 3.8148 3.1185 -3.8148 0.3207 2.3333 1.2233 1.6370 9.2665 -6.2369 DMSO 
-6.5830 -0.7823 6.5830 0.7823 3.6827 2.9004 -3.6827 0.3448 2.3380 1.2697 1.5557 8.9210 -5.8007 water 

UPM -NH2 
-6.8728 -0.4825 6.8728 0.4825 3.6777 3.1952 -3.6777 0.3130 2.1165 1.1510 1.6340 8.9893 -6.3903 Gas 
-6.8897 -0.4533 6.8897 0.4533 3.6715 3.2182 -3.6715 0.3107 2.0943 1.1409 1.6410 8.9840 -6.4364 Methanol 
-6.8897 -0.4533 6.8897 0.4533 3.6715 3.2182 -3.6715 0.3107 2.0943 1.1409 1.6410 8.9840 -6.4364 Acetonitrile 
-6.8899 -0.4528 6.8899 0.4528 3.6714 3.2186 -3.6714 0.3107 2.0939 1.1407 1.6411 8.9838 -6.4371 DMSO 
-6.8902 -0.4523 6.8902 0.4523 3.6713 3.2190 -3.6713 0.3107 2.0936 1.1405 1.6413 8.9838 -6.4379 water 
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Fig. 1  The various peptidomimetic models that were examined in this work are shown   schematically. 

 
Fig. 2: The Geometry optimized structures for R-UPM and UPM-R models in the gas phase. (R1=-CH3, R2= 

OCH3, R3= -OH, R4=-NH2) 
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Fig. 3: HOMO and LUMO  molecular orbital diagrams of the studied R-UPM model structures using B3LYP/ 6-
311++ G(d,p) in the gas phase. 
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Fig. 4: HOMO and LUMO  molecular orbital diagrams of the studied UPM-R model structures using B3LYP/ 6-
311++ G(d,p) in the gas phase. 

  
Fig. 5: The energy gap (ΔE) between HOMO and LUMO 
for studied model R-UPM in the gas and different 
solvents. 

Fig .6: Fig. 5: The energy gap (ΔE) between HOMO 
and LUMO for studied model  UPM-R in the gas and 
different solvents. 
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Fig.7: Simulated UV–visible optical absorption spectra 
of the studied molecules of model R-UPM (R1=-CH3, 
R2= OCH3, R3= -OH, R4=-NH2) with calculated data at 
the TD-DFT/B3LYP/6- 311++ G (d,p) level in gas phase.  
 

Fig.8: Simulated UV–visible optical absorption 
spectra of the studied molecules of model R-UPM 
(R1=-CH3, R2= OCH3, R3= -OH, R4=-NH2) with 
calculated data at the TD-DFT/B3LYP/6- 311G++ (d,p) 
level in aqueous solvent.  

  
Fig.9: Simulated UV–visible optical absorption spectra 
of the studied molecules of model UPM-R (R1=-CH3, 
R2= OCH3, R3= -OH, R4=-NH2) with calculated data at 
the TD-DFT/B3LYP/6- 311++ G(d,p) level in gas phase.  
 

Fig.10: Simulated UV–visible optical absorption 
spectra of the studied molecules of model UPM-R 
(R1=-CH3, R2= OCH3, R3=-OH, R4=-NH2) with 
calculated data at the TD-DFT/B3LYP/6- 311++ G(d,p) 
level in aqueous solvent.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Pavani et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73528 
 

   
 
 

 

Role and Responsibilities of Teachers for Promoting Environmental 
Ethics among Students 
 
P.Pachaiyappan1*, Radhika Vidyasagar2 and B.Venkatarathanam3 

 

1Professor, Department of Education, GRT College of Education, Tiruttani (Affiliated to Tamil Nadu 
Teachers Education University) Tamilnadu, India. 
2Principal, Department of Education, GRT College of Education, Tiruttani (Affiliated to Tamil Nadu 
Teachers Education University) Tamilnadu, India. 
3Assistant Professor, Department of Education, GRT College of Education, Tiruttani (Affiliated to Tamil 
Nadu Teachers Education University) Tamilnadu, India. 
 
Received: 03 Sep 2023                             Revised: 24 Dec 2023                                   Accepted: 06 Mar 2024 
 
*Address for Correspondence 
P.Pachaiyappan 
Professor,  
Department of Education,  
GRT College of Education,  
Tiruttani (Affiliated to Tamil Nadu Teachers Education University)  
Tamilnadu, India. 
Email: edugreenict@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Environmental ethics is the philosophical discipline that considers the moral and ethical relationship of 
human beings to the environment. In other words it considers the ethical basis of environmental 
protection. This paper provides a concise overview of the role and responsibilities of teachers in fostering 
environmental ethics among students. In an era marked by escalating environmental challenges, 
educators emerge as pivotal agents of change. This paper explores the multifaceted responsibilities of 
teachers in cultivating a sense of environmental ethics among students. It delves into pedagogical 
approaches, curriculum integration, and the cultivation of eco-conscious attitudes. By examining the 
educator's role as a catalyst for environmental awareness, this abstract underscores the significance of 
instilling a deep-seated commitment to sustainable practices and environmental stewardship. The study 
aims to contribute insights into the effective strategies teachers can employ to nurture environmentally 
responsible citizens, emphasizing the critical connection between education, ethics, and the well-being of 
the planet. 
 
Keywords: Environmental Ethics, Types of Environmental Ethics, Role of Teachers in Environmental 
Ethics, Strategies for Promoting Environmental Ethics, Students, Pedagogical Approaches to 
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INTRODUCTION 
 
The role and responsibilities of teachers in promoting environmental ethics among students are paramount in 
shaping the future stewards of our planet. In an era marked by environmental challenges, educators play a pivotal 
role in instilling a sense of responsibility, awareness, and ethical consciousness in the minds of their students. 
Teachers are not merely transmitters of knowledge; they are catalysts for positive change. By incorporating 
environmental ethics into the educational landscape, educators can inspire a generation to appreciate, respect, and 
safeguard the natural world. This introduction explores the multifaceted responsibilities of teachers, delving into 
how they can cultivate a deep environmental ethic within their students, fostering a commitment to sustainable 
practices and a profound sense of responsibility towards the well-being of the Earth. The word Ethics is emerged 
from the Greek word “ethos” which means “character”. The determination of ethics is not possible until we get the 
knowledge of the right and wrong. According to Webster Dictionary, “Ethics is the science of moral duties or it is the 
science of ideal human character.” Ethics is a system of rules and moral principles guiding conduct. It can be a 
framework for judging what is good and bad, right and wrong. It guides the reasoning that one makes before acting; 
understanding the consequences of one’s action (also known as moral philosophy). Ethics is a branch of philosophy 
which addresses questions of morality. Ethics is highly important to science because the scientific inquires merit 
ethical assessment. 
 
Environmental Ethics  
Environmental Ethics is the ethical study of the relationship of human and environment. It is the discipline that 
studies the moral relationship of human being and also the value and moral status of the natural environment and its 
Non-human content. Environmental Ethics is a topic of applied ethics which examine the moral basis of 
environmental responsibility. It focuses on the moral foundation of environment responsibility and how far this 
responsibility extends. More specifically, it refers to the value that mankind places on protecting, conserving and 
efficiently using resources that the earth provides. Environmental Ethics emerged as a new sub-discipline of practical 
philosophy that deals with the ethical problems concerning environmental protection and conservation. It aims at 
providing ethical justification and moral motivation for the cause of global environmental protection. On the one 
hand, at the level of ideas, Environmental Ethics challenges the dominant and deep-rooted anthropocentrism of 
modern mainstreams ethics and extends the object of our duty to future generation and non-human beings as well 
and on the other hand at the practical level, Environmental Ethics criticizes the materialistic and consumerist attitude 
of modern capitalism and demands for the healthy and green- lifestyle, that is harmonious with nature.  
 
Environmental ethics is a theoretical discipline that examines all kinds of attitudes and behaviors that people 
consider important when making decisions about nature, factors that make up nature, or the environment (Karaca, 
2007). The environmental ethic evaluates the relationship of people to nature in a moral framework (Ozer & Keleş, 
2016) and tries to find the right behavior towards the environment. Environmental ethics allows the individual to 
appreciate the value of nature (Mahmutoglu, 2009). It is emphasized that environmental ethics is the responsibility of 
the environment in which the person lived, and that every living thing should behave in a way that considers the 
vital rights it possesses (Ozer & Keleş, 2016). Approaches about environmental ethics, (Karaca, 2007; Kayaer, 2013; 
Agbuga, 2016), consciousness (Kılıc & Inal, 2010; Talas & Karatas, 2012), aweraness (cabuk & Karacaoglu, 2003; 
Şenyurt, Bayık Temel & Ozkahraman, 2011; Dolmacı ve Bulgan, 2013), perception (Blbul, 2013; Gerçek, 2016; Tesfai, 
Nagothu, Simek & Fucik, 2016) and approach (Saka, Surmeli ve Oztuna, 2009; Ozdemir, 2012) studies are found. 
Teachers have to remember to their students about responsibilities on environment and they have to get awareness 
(Ozer & Keles, 2016). In order to make this kind of consciousness, teachers have to become their awareness much 
more than students (Keles, Uzun & Varnacı Uzun, 2010). Living and non-living goods are semmed as a whole by 
environmental-centered approach. Also, ethical approaches of humans about environment are distant from human 
centered approach to living environment centered approach (Kayaer, 2013). Basic principles of environmental 
problems are human behavious, as results of this awareness of humans about environment become an important 
issue (Erten, 2004).  

Pachaiyappan et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73530 
 

   
 
 

The History of Environmental Ethics 
The history of environmental ethics can be traced to pivotal moments in the mid-20th century when concerns about 
the ecological impact of human activities began to gain widespread attention. Rachel Carson's “Silent Spring” (1962) 
raised awareness about the environmental consequences of pesticide use, setting the stage for the modern 
environmental movement. Lynn White Jr.'s essay “The Historical Roots of Our Ecologic Crisis” (1967) prompted 
reflection on the cultural and religious foundations of anthropocentrism. The first Earth Day in 1970 further 
mobilized public sentiment towards environmental protection. Aldo Leopold's “A Sand County Almanac” (1949) 
introduced the concept of a “land ethic,” emphasizing the ethical relationship between humans and the land. Arne 
Naess's deep ecology movement and J. Baird Callicott's contributions in the 1970s and 1980s solidified environmental 
ethics as a distinct field of study. This history reflects a growing recognition of the ethical dimensions of human 
interactions with the environment, culminating in the formalization and expansion of environmental ethics as a field 
addressing contemporary global challenges. 
 
Need for Environmental Ethics Education 
Environmental ethics education is indispensable in our contemporary world as it equips individuals with the 
knowledge, values, and ethical frameworks necessary to navigate and address pressing environmental challenges. 
With the planet facing issues such as climate change, biodiversity loss, and resource depletion, understanding the 
ethical dimensions of human-nature interactions is critical. Environmental ethics education fosters awareness about 
the interconnectedness of ecosystems, encouraging responsible resource management and sustainable practices. It 
empowers individuals to make ethically informed decisions, promoting environmental justice, biodiversity 
conservation, and climate change mitigation. As technology advances and global interconnectivity increases, the 
ethical implications of human activities on the environment become more pronounced, making environmental ethics 
education essential for fostering a sense of individual and collective responsibility towards the well-being of the 
planet. Ultimately, this education is a cornerstone for cultivating a sustainable and ethical relationship between 
humanity and the natural world. 
 
Principles of Environmental Ethics 
Environmental ethics is a branch of ethics that examines the moral principles and values that should guide human 
interactions with the natural world. These principles provide a framework for addressing ethical issues related to the 
environment. While there may be variations in the formulation of these principles, the following are commonly 
recognized as key principles of environmental ethics: 
1. Respect for the intrinsic value of nature: Nature should not be treated as a commodity or resource to be 

exploited and discarded. 
2. Interdependence of species and ecosystems: Humans depend on nature and natural systems. We must recognize 

our role in preserving and protecting the environment. 
3. Ecological sustainability: We must strive to use resources responsibly and with an eye to preserving 

ecosystems and biodiversity. 
4. Human responsibility: We are responsible for our own actions and decisions and their consequences for the 

environment. 
5. Human equity: We must strive for a just world where the rights and needs of humans, animals, and plants are 

respected and protected. 
6.  Precautionary principle: We should take precautions against environmental harm, even when scientific 

evidence is inconclusive. 
7.  Right to know: Individuals have the right to access information about environmental issues. 
8.  Right to participate: Citizens have the right to participate in environmental decision-making processes. 
 
Types of Environmental Ethics 
Environmental ethics encompasses various perspectives and approaches that guide individuals and societies in 
understanding and addressing ethical issues related to the environment. Different types of environmental ethics 
represent diverse philosophical and ethical frameworks. Here are some major types: 
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1. Anthropocentrism: Anthropocentrism places human interests at the center and considers the environment 
valuable only to the extent that it serves human needs and desires. This perspective sees nature as a resource 
for human well-being. 

2. Biocentrism: Biocentrism extends intrinsic value beyond humans to all living organisms. It asserts that all living 
beings have inherent worth and should be considered in ethical decision-making, not just for their utility to 
humans. 

3. Ecocentrism: Ecocentrism takes a broader view, attributing intrinsic value to entire ecosystems and the 
biosphere. It emphasizes the interdependence of all living and non-living elements in an ecosystem and 
advocates for the well-being of the entire ecological community. 

4. Deep Ecology: Deep ecology, developed by Arne Naess and George Sessions, goes beyond traditional 
environmental ethics by proposing a radical shift in human consciousness. It encourages a reevaluation of 
human relationships with nature, emphasizing a spiritual or metaphysical connection with the Earth. 

5. Ecofeminism: Ecofeminism explores the connections between the exploitation of nature and the oppression of 
women. It critiques patriarchal structures and argues for the need to address both environmental and social 
injustices. 

6. Environmental Virtue Ethics: Environmental virtue ethics focuses on cultivating virtuous character traits in 
individuals. It emphasizes the development of virtues such as responsibility, humility, and compassion in the 
context of environmental decision-making. 

7. Social Ecology: Social ecology, developed by Murray Bookchin, integrates ecological principles with social 
justice concerns. It emphasizes the need to address both environmental issues and social inequalities 
simultaneously. 

8. Shallow Ecology: Shallow ecology is often used to contrast with deep ecology. It focuses on practical and 
immediate solutions to environmental problems without necessarily challenging the deeper values and 
structures of society. 

9. Conservation Ethics: Conservation ethics emphasizes the responsible use and management of natural resources 
for the benefit of present and future generations. It seeks to balance human needs with the conservation of 
biodiversity and ecosystems. 

10. Land Ethic: Developed by Aldo Leopold, the land ethic proposes an expansion of ethical consideration to 
include the land as a whole. It argues for an ethical relationship with the land, recognizing that humans are just 
one part of a larger ecological community. 

11. Animal Rights Ethics: This perspective extends ethical consideration to individual animals, emphasizing their 
inherent value and rights. It advocates for the ethical treatment of animals and challenges practices that exploit 
or harm them. 

12. Environmental Justice: Environmental justice focuses on the fair distribution of environmental benefits and 
burdens, particularly in relation to marginalized communities. It seeks to address issues of environmental 
racism and unequal exposure to environmental hazards. 

These types of environmental ethics reflect the diversity of thought within the field, providing different lenses 
through which individuals and societies can approach environmental issues. Often, ethical decisions involve a 
combination of these perspectives, as environmental challenges are multifaceted and interconnected. 
 
Role of Teachers for Promoting Environmental Ethics among Students 
Teachers play a crucial role in promoting environmental ethics among students. Environmental ethics involves 
fostering a sense of responsibility, awareness, and values towards the environment. Here are some key roles and 
responsibilities of teachers in this regard: 
 
Educator 
Provide students with a comprehensive understanding of environmental issues, including climate change, pollution, 
deforestation, and biodiversity loss. Incorporate environmental topics into the curriculum across various subjects, 
illustrating the interconnectedness of environmental issues with other disciplines. 
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Role Model 
Demonstrate environmentally friendly practices in the classroom, such as waste reduction, energy conservation, and 
sustainable resource use. Share personal experiences and stories related to environmental stewardship to inspire 
students. 
 
Facilitator of Experiential Learning 
Organize field trips, nature walks, and hands-on activities that allow students to directly engage with and appreciate 
the environment. Encourage outdoor learning experiences to develop a connection between students and the natural 
world. 
 
Promoter of Critical Thinking 
Encourage students to analyze and question environmental issues critically. Foster a sense of environmental 
responsibility by helping students understand the consequences of individual and collective actions on the 
environment. 
 
Advocate for Environmental Issues 
Guide students in researching and understanding local and global environmental challenges. Encourage students to 
participate in environmental advocacy, awareness campaigns, or community service projects. 
 
Integration of Ethics and Values 
Discuss and explore ethical frameworks related to the environment, emphasizing the importance of responsible 
decision-making. Help students develop a personal code of environmental ethics based on values such as 
stewardship, sustainability, and social responsibility. 
 
Promotion of Sustainable Practices 
Teach and model sustainable practices, such as recycling, reducing waste, and conserving resources. Integrate 
discussions on sustainable development and green technologies into the curriculum. 
 
Cultivator of Empathy and Compassion 
Encourage students to develop empathy for the natural world and an understanding of how their actions impact 
ecosystems and other living beings. Foster a sense of responsibility towards future generations and the planet. 
 
Incorporation of Multidisciplinary Perspectives 
Integrate perspectives from various disciplines, such as science, social studies, and ethics, to provide a holistic 
understanding of environmental issues. Collaborate with other teachers to create interdisciplinary projects related to 
environmental ethics. 
 
Assessment and Feedback 
Evaluate students' understanding of environmental issues and ethics through assessments, projects, and discussions. 
Provide constructive feedback to help students improve their environmental awareness and ethical reasoning. By 
fulfilling these roles and responsibilities, teachers can contribute significantly to shaping environmentally conscious 
and ethically responsible citizens. 
 
Approaches to Teaching Environmental Ethics 
Teaching environmental ethics can be approached in various ways to engage students, encourage critical thinking, 
and instill a sense of responsibility towards the environment. Here are several approaches to teaching environmental 
ethics: 
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Interdisciplinary Learning 
Integrate environmental ethics into various subjects, fostering interdisciplinary connections. Explore the ethical 
dimensions of environmental issues in science, social studies, literature, and other disciplines, providing a holistic 
understanding. 
 
Case Studies and Real-World Examples 
Use case studies and real-world examples to illustrate ethical dilemmas related to the environment. Analyzing 
specific cases encourages students to apply ethical principles to practical situations and develop problem-solving 
skills. 
Outdoor Education and Experiential Learning 
Take students outdoors for nature walks, field trips, or experiential learning activities. Direct interaction with the 
environment fosters a personal connection, deepens appreciation, and encourages a sense of responsibility. 
 
Ethical Debates and Discussions 
Organize debates and discussions on environmental issues, encouraging students to explore different ethical 
perspectives. This approach promotes critical thinking, effective communication, and the ability to consider diverse 
viewpoints. 
 
Guest Speakers and Expert Panels 
Invite guest speakers, environmentalists, or experts in environmental ethics to share their experiences and insights. 
Hearing from professionals in the field can inspire students and provide real-world context to ethical discussions. 
 
Service-Learning Projects 
Engage students in service-learning projects related to environmental ethics. This hands-on approach allows 
students to apply ethical principles in practical situations, fostering a sense of civic responsibility and community 
engagement. 
 
Technology and Multimedia Tools 
Utilize technology and multimedia tools to enhance learning. Incorporate documentaries, online resources, and 
virtual field trips to expose students to a variety of perspectives and issues in environmental ethics. 
 
Role-Playing and Simulations 
Use role-playing activities and simulations to immerse students in ethical scenarios. This approach encourages 
empathy, helps students understand the complexities of decision-making, and prompts ethical reflection. 
 
Critical Thinking Exercises 
Design critical thinking exercises that challenge students to analyze and evaluate ethical issues in environmental 
contexts. These exercises can include ethical dilemmas, thought experiments, and reflective writing assignments. 
 
Literature and Art 
 Integrate literature, poetry, and art that explore environmental themes and ethical considerations. Analyzing literary 
works and artistic expressions can evoke emotional responses and deepen students' understanding of ethical 
implications. 
 
Project-Based Learning 
Implement project-based learning where students work on extended projects that involve research, analysis, and 
problem-solving. This approach allows students to apply ethical principles to real-world issues and develop practical 
skills. 
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Philosophical Inquiry 
Introduce students to key environmental philosophers and ethical theories. Explore philosophical inquiries into the 
relationship between humans and nature, providing a theoretical foundation for ethical discussions. 
 
Reflective Journals and Portfolios 
Incorporate reflective journals or portfolios where students document their thoughts, experiences, and insights 
regarding environmental ethics. This approach encourages self-reflection and allows students to track their personal 
development in understanding ethical issues. 
 
Cultural Perspectives 
Explore cultural perspectives on environmental ethics by examining how different cultures value and interact with 
nature. This approach fosters cultural awareness and respect for diverse ethical values associated with the 
environment. By adopting a variety of these approaches, educators can create a dynamic and engaging learning 
environment that encourages students to think critically, develop ethical reasoning skills, and become responsible 
stewards of the environment. 
 
CONCLUSION  
 
The role and responsibilities of teachers in promoting environmental ethics among students are of utmost 
importance in addressing the pressing challenges of our time. This study has underscored the multifaceted nature of 
the teacher's role, extending beyond conventional academic instruction to encompass the cultivation of ethical values 
and environmental consciousness. As educators, their influence goes beyond the classroom, shaping the mindset and 
behaviors of the next generation. Through intentional integration of environmental ethics into the curriculum, 
fostering experiential learning, and serving as role models of sustainable practices, teachers become instrumental in 
instilling a deep sense of responsibility and stewardship towards the environment. This paper highlights the 
interconnectedness of education, ethics, and environmental sustainability, emphasizing the transformative power 
teachers wield in nurturing environmentally conscious citizens who are poised to contribute positively to the well-
being of the planet. As we recognize the urgency of environmental issues, acknowledging and reinforcing the pivotal 
role of teachers becomes essential for fostering a generation committed to preserving and protecting our shared 
global environment. 
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Explanation of the persisting difference in the structure of disability and increasing dependency have 
long been debated in social sciences in terms of poverty. Despite the removal of formal restrictions, 
structural constraints on people with locomotor disabilities continue to be important, according to 
sociological accounts and empirical investigations. Role of poverty in the lives of people with locomotor 
disabilities (PwLD), How has poverty become a culture for PwLD? and how the culture of poverty is 
perpetuating among PwLD? An exploratory study was carried among individuals with locomotor 
impairment, Tamil Nadu on April 2023 with Focus Group Discussion method. Questions on 
socioeconomic circumstances in relation with life chances; impact of poverty condition on lifestyle 
transformation; transmission of poverty as a result of disability to next generation were used as prompts 
to consolidate into the study. PwLD poverty is not simply a matter of monetary or economic factors, but 
is closely linked to restraints on their opportunities in life. These lacking, financial dependence, such as 
less opportunities, social rejection, and unaccredited employment. As a result of poor living conditions 
and social poverty, the state been perpetuating among the PwLD, however, this could be eradicated by 
effective role of welfare system.   
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INTRODUCTION 
 
A social model of disability beyond its usual medical explanation, concentrates on the interaction that people with 
impairments have with their surrounding environment that possess physical, attitudinal, behavioural, 
communicational and social barriers (People with disability Australia, 2023). This reminds us of a social construction 
view that looks into the social system of legislations, policies and programmes of the society in fulfilling the needs of 
the impaired to accommodate them into the social whole than viewing as an individual problem (Dfid, 2009; Haegele 
& Hodge, 2016).Persons with disabilities (PwD) often experience poverty as a way of life, and adaptation to such 
poverty worsens the consequence of their disability. UN report (2018) says, people with disabilities face numerous 
impediment even to participate among their communities around the world and to enjoy complete inclusion. 
Meanwhile, inadequate education, healthcare, employment, financial deprivation, social support, community 
participation and social marginalization are caused by disability which further results in lack of life-chances available 
for them (Philip, 2015; Pinilla-Roncancio, 2015). It is to understand that disability is both the cause and consequence 
of poverty and the relation of the two results in higher vulnerability and exclusion of the community (Rohwerder, 
2015). PwD in a comprehensive way experience numerous tussles;most adverse group one among themare persons 
with locomotor disability (PwLD) who are facing even more disastrous effects.  
 
Employment opportunities for PwLD are often limited and are accompanied with discrimination, stigma and 
attitudinal barriers in the workplace which leads to financial deprivation and dependence on social assistance 
resulting in complete exclusion from the labour market. Consequently, PwLD face long-term financial struggles, 
further deepening their experience with poverty and social marginalization is a deep concern for them since they 
experience rejection in social activities. This can lead to loneliness and low self-esteem, compromising their general 
well-being and sense of belongingness in their communities(Banks et.al, 2017). Studies proved that PwLD often face 
larger struggles in self-care, mobility and in interpersonal relations which is mainly because of their improper social 
support and low understanding of society on their serious issue (Mishra et al., 2019). All the above explanations have 
provided evidences to state that adaptation to poverty and long-term deprivations of life-chances has habituated the 
culture of poverty among individuals with locomotor disability (Lewis, 1966; Sonpal& Kumar, 2012; Lewis, 2017).  
Now, the key questions are how has poverty become a culture for PwLD? and how the culture of poverty is 
perpetuating among PwLD? Majority of the study experts visualized PwLD having less effect due to their physical 
immobility and has presented fewer challenges than other disabilities. However, as indicated, disability leading to 
poverty worsens with existential crisis, limiting one's opportunities in life. Despite the fact that, most of the times, 
financial condition and economic status were taken as measure of poverty (Waldschmidt, 2021; Schiariti, 2020; Banks 
et al., 2017; Waldschmidt et al., 2017), understanding of the transmission nature of poverty over generations is 
necessary in order to comprehend the continuing nature of poverty as culture through the lives of PwLd and their 
progenies (Department for International Development, 2000). By taking these additional considerations into account, 
the research hopes to shed insight on the complicated dynamics of poverty and disability, particularly among those 
with locomotor impairments. It emphasizes the importance of comprehensive interventions that address not just the 
immediate economic issues faced by PwLD, but also the structural and systemic causes that perpetuate poverty 
within this marginalized population.  
 
MATERIALS AND METHODS 
 
An exploratory study was conducted in April 2022 among individuals with locomotor impairments in Dharmapuri 
district of Tamil Nadu. The motivation behind this study stemmed from the observation that existing literature 
mostly focused on general impairments and individual sufferings. This paved way for highlighting the need to 
investigate the specific experiences of individuals with locomotor disabilities. By doing so, the aim was to gain a 
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deeper understanding of the challenges they face, the impact on their prospects for a fulfilling life, and the lasting 
damages caused by these disabilities. To gather data, the study employed a Focus Group Discussion (FGD) 
approach, utilizing a discussion guide and a skilled moderator. The FGD allowed participants to share their 
experiences and perspectives on various aspects, including their standard of living, support systems, quality of life, 
and socio-economic conditions. To ensure concrete and diverse range of viewpoints, purposive sampling was 
utilized to identify potential participants. Prior to the commencement of the discussion, discrete informed consent 
was obtained from each participant in a social setting that was accessible to all. The FGD prompts encompassed a 
range of topics, such as the participants' social standing, socioeconomic circumstances, and their correlation with life 
chances. Participants were also prompted to discuss the impact of their poverty conditions on lifestyle 
transformations and the transmission of poverty to the next generation as a result of their disabilities. By exploring 
these dimensions, the study aimed to consolidate findings that would contribute to its overall objectives. The use of 
an exploratory study and the FGD method allowed for a rich nuanced exploration of the experiences of individuals 
with locomotor disabilities in the Dharmapuri district. This approach aimed to capture the multifaceted nature of 
their challenges and shed light on the ways in which poverty, disability, and social factors interact to shape their 
lives and opportunities. 
 
RESULTS 
 
Familiarization of data collected in regional language was done through transcription and translation into English. 
Following this, transcripts were analyzed using an inductive approach based on thematic analysis. The framework 
for comprehending poverty and disability was identified through codes in a pattern establishing the themes as living 
conditions, social poverty and culture of poverty. The consolidated themes were initially categorized into sub themes 
as financial dependence, structural inequality, social consciousness, social restraints and social alienation which 
defined the above themes. Continuous monitoring and reassessment was done by all the researchers to have concrete 
conclusions from the transcripts and to establish the pattern and relationship between the themes. Social poverty and 
Culture of poverty are the key themes evolved in the study which are operationalized as follows. Social poverty for 
PwLD is that state of being alienated from the mainstream of the society as in lacking the basic capacity to participate 
in the social occurrences, and to have good-quality, trustworthy and dependable relationships. In the line of thought, 
culture of poverty is the cyclical nature of poverty that transfer across generations and the adaptations developed to 
poverty as a way of life. Categorised sub themes jointly and collaboratively contribute to represent both social 
poverty and culture of poverty which are likely to be constituted through their living conditions. The relation of all 
the variables is picturised in the following diagram to point out the theoretical assumptions of the study.  
 
FINDINGS AND DISCUSSION 
 
Theme – I: Culture of Poverty  
The root of culture of poverty among PwLD begins with present living conditions insisting on the level of financial 
dependence and structural inequalities that they face as challenge in their conventional lives (Eide, 2011). PwLD lack 
financial autonomy and allege to face discrimination on the surface of their financial dependency such as less 
opportunities, social rejection, and a range of unaccredited profession (Banks et.al, 2017). Their permanent 
unemployed status irrespective of age, impairment and basic requirements combined with the thought of being 
essentially dependent for mundane activities, make them feel useless or an unavoidable liability in other’s life, apart 
from gaining low status (Dammeyer& Chapman, 2018; Philip, 2015; Pinilla-Roncancio, 2015). This is well felt through 
the words  

…not respected within my own family as I am not earning anything and the family considers me as a burden to feed … 
considered waste of money...if I call family member or friend for help, they condemn for asking them things to do for me... 

 
Few doing seasonal and irregular work also face the same situation as of unemployed. Besides, some benefitting out 
of government positive discrimination, were also seem placed in low level jobs, doing miscellaneous activities which 
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do not gain social respect neither in the working atmosphere nor in the personal community. Alternatively, a very 
fundamental financial sourcing has been done through old age pension (OAP) offered by government and through 
arrangements of special loans. But the former is insufficient to meet the needs of PwLD themselves and the latter 
even though given for starting entrepreneurial activities like petty shops, milk parlour, telecommunication centres, 
are not successful due to indifferent attitude of loan providers and general public (Department for International 
Development, 2000). An adding hindrance is getting a surety for the sanctioning of loan by a government officer, 
which never happens in case PwLD.   

‘…no one (not even relatives) is willing to sign surety. 
As in case of not payment of the loan the money will be debited from the salary of the government employee who signed for 

surety’ 
Over, all these, family of PwLD relies on the pension or money received and earned by the individuals for their 
survival, making their condition worse and traumatized. As the head in a patriarchal family, income of the head is 
more prominent for the livelihood of other members, especially for their children. This is the marking point of 
unresolved dependencies continuing the poverty over generations (Whyte, 2020; Graham et.al, 2013). 

“Children of poor PwD are not getting any guidance as such…children of PwD can avail free seats in educational institutions 
but are not provided…Once born poor has to die poor” 

 
Adding to the difficulty of financial dependency of PwLD, it is to be noted that they face structural inequalities in 
terms of infrastructural disparities, systemic error, and prolonging discriminatory practices that fosters their process 
of becoming ‘alienated themselves’ from comprehensive society(Qiu et.al, 2022; Rohwerder, 2015; 
Maroto&Pettinicchio, 2014; Barnes, 2012). The structural inequalities as seen by respondents were as in not providing 
a seat in public transport or standing in a queue or not having disability friendly infrastructure, and commoners 
failing to recognize and treat with dignity. Again, it continues in getting a disability certificate which is either 
improperly assessed or received only through bribe as the case may be. This pose a problem as the facilities and 
benefits received through the certificate is misused or not properly disposed to deserving individuals. 
“…use assessment of disability percentage to deny a seat for PwD through bribery…remove the wheels and sell illegally…need 

to enquire whether a person is able to drive or not…” 
 
Above mentioned pose a threat to the PwLD, by not stopping with them, and leading to the cyclical process moving 
further to the next generation as their life-chances has been restricted through structural inequalities. Thereby, the 
dependents on PwLD suffer as well with limited life conditions of PwLD (Schiariti, 2020). Altogether, the 
combination of socio-economic determinants and structural inequalities enable one into chained causes of poverty, 
such as social restraints, social alienation, and false consciousness, unfaithful relationship, all of which produce social 
poverty (Schiariti, 2020; Goshal, 2018; Banks et.al,, 2017).  
 
Theme – II: Social Poverty 
Social poverty is commonly identified as lack of adequate, trustworthy, high-quality relationships to fulfil one's 
socio-emotional and socio-economicprerequisites. Social poverty among PwLD entails social alienation, social 
restrain and false consciousness of their social participation (Halpern-meekin, 2020; Palmer, 2011). Being physically 
restricted, in the first place makes the PwLD feel cut off from family, friends, and the wider society and thus 
contributes to a feeling of social alienation.To worsen the scenario, there are instances in which PwLD face social 
stigma caused by false consciousness that prevail in the cultural context such as 

“ .. it is bad omen to face a lame person while going out…, simply put we are called waste of money… in my community I am 
respected because of my government job…people are concerned only about their situation and not about our difficulties…” 

 
making it even more challenging for PwLD to socialize and be socially accepted. This prompts a sense of shame and 
lessens the motivation of a PwLD to indulge in establishing, maintaining and strengthening quality relationships, 
leaving them socio-emotionally stranded or restricted. It can also be strongly stated that all of the focus group 
members had a general sensation of not being seen, heard, or appreciated in a way or other, or to put in a 
comprehensive way, a feeling of social non-acceptance, which was a result of their social isolation brought on by 
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their disability and financial dependency. When probed further, it is understood that the participants have faced 
social rejection, humiliation and discrimination during their social participation with general public and institutions 
that are established to aid the PwLD, to the extent that a participant stated,  
“…. 99% of the people doesn’t have humanity or any concern over PwLD and maybe only the remaining 1% does…” 
This demonstrates the sort of distrust that a PwLD has acquired over another individual and society at large, which 
undermines the basis for interdependence and, consequently, reliable relationships. In this way, the respondents feel 
discomfort to have a healthy interaction with their communities 
“I could not go out among commonpeople as I wouldn’t look good… we are discriminated by family, friends and others based on 
assets / finance / job that we hold. I can handle these expectations because I am holding a secure job. But a person like this man 

(pointing towards more vulnerable man) what can he do?” 
On the other hand, participants expressed a mixed response while discussing their relationship with their immediate 
family. Some had a supportive family (spouse) and some didn’t and due to which their parents left with no option 
other than to take care of their son / daughter with disability throughout their life.  Causation for social poverty also 
be understood in terms of social restraints along with consciousness in both persons with disability and persons 
without disability as well. The perception of disability and its impact turn up with self-attitude and others attitude 
that drives toward less moral support. In general, a common conception on PwLD is that they are lacking in the 
ability to engage them with skilled work, however, they are not able to do so. This general sense inhibits life chances 
of PwLD and the same become a restraint to one’s productive life. Being physically restrained prone to be alienated 
from the mainstream society as mentioned previously, also leads to false consciousness among general public. This 
physical restriction not only gives employment limitation, rather created worse living condition, financial 
inadequacy, kicks out trustworthy and dependable social relationships(Dfid, n.d; Haegele& Hodge, 2016; Zhang, 
2014).  

“…I know carpentry work to certain extend and I was searching for a job, no one is ready to hire me because of my 
impairment… after 4 to 5 years, a man gave me an opportunity with less pay and that too very occasionally…” 
 
The untold truth from respondents’ perspective is that as a result of disability, social poverty can never have positive 
influence of life changing moment, rather it stresses far more complicated life to the respondents. A young man 
wants to attain a prestigious life, whereas, an elder one desires to cut off this poverty from assimilating to next 
generation. This is something to be concerned beyond their ability and inability.  
“…unlike others who plan for their future (people without disability) and tastes when it happens, we are waiting for death and 

counting days…” 
It is unfortunate that children of economically vulnerable people with disabilities are experiencing additional 
difficulties while trying to receive moral, monetary, or educational support from their parents. It is true that parents' 
ability to secure the future of their children can be impacted by financial constraints and a lack of educational 
options. However, it is important to remember that not all the parents with disabilities or in financially difficult 
situations are unable to provide support or guidance to their children. Many parents in similar circumstances find 
alternative ways to support and nurture their children's development, despite the challenges they face. It's essential 
to recognize the diversity of individual experiences and the resilience of families in overcoming obstacles. 

“…Whatever it is, our life has gone due to disability, at least our children’s life should be good or smooth in terms of 
financial, education and sustainable way of life. The only thing we need that, we have to ensure a secured life for our children...” 
 
From the perspective of the respondent Persons with Disabilities who are now engaged in the government or in any 
other  secured permanent position and who have earned an education can lead their children for future education, 
provide financial support, and financially protect their children in some way. Children of poor persons with 
impairments, on the other hand, receive no moral, financial, or literacy assistance from their parents. 

“…similar to you people, there are many, specifically from MSW, studies on us and published articles but no improvement or 
change because of it. I doubt if it is not considered or is been left out conditionally...” 

 
Fabrication of poverty on PwLDs is not mere monetary or economic element, but has strong bond with restraints in 
their life-chances. For instance, unemployment due to false consciousness, financial dependence as a result of poor 
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living condition, stigmatized practices over differently abled, social rejection, commoners making them feellow by 
pretending to abnormal, structural violence and so forth are the vulnerabilities causing disabled into prolonged 
poverty. Do these really create poverty over generations and make them to adapt as a way of life? all of the above are 
arbitrarily accountable to transgenerational poverty to PwLD(Varenne& McDermott, 2018; Philip, 2015; Hansen, 
2014; Sonpal& Kumar, 2012; Lewis, 1996). Thinking from people without disabilities who are illiterate and poor, 
without securing financial or social security, also face obstacles to develop their family's living conditions. 
Additionally, this adversely affects future generations as well. Putting these things into disability's perspective, 
disability itself is yet another forbidding factor to their empowerment. Behind the scenes, commoners and 
researchers assumes that the persons with locomotor disability have mere mobility impairmentless than other 
disabilities such as visual impairment, hearing impairment, mentally retarded and on. Throughout, the study 
responses clearly manifest that culture of poverty among PwLDs occurs, however, this could be eradicated by 
effective role of welfare system. From the participants point of view, sufficient pension schemes, free education and 
provision from PWD, effective implementation of schemes such as increasing loan, economic empowerment 
programmes, and training for skilled works were expected as the beginning steps to eliminate this assimilating 
poverty over generations.  
 
CONCLUSION  
 
In order to break the cycle of poverty for people with locomotor disabilities (PwLD), it is crucial to address the 
systemic barriers they encounter and promote inclusive policies that provide equal access to social, economic, and 
health-related opportunities. The focus should be on lowering poverty, improving accessibility, creating inclusive 
employment practices, and supporting inclusive education. Additionally, it is essential to raise awareness, confront 
societal biases, and enable PwLD to actively participate in decision-making processes. These initiatives are essential 
to building an inclusive society that promotes the rights and welfare of every person, irrespective of disability or 
socioeconomic status. However, the present study was limited in understanding role of poverty and its consequences 
on PwLDs, further studies might be carried out on effective role of welfare system to eradicate the culture of poverty 
on the same. 
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Fig. 1: Theoretical Framework on culture of poverty among PwLD 
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The cardinality of the minimal dominating set of the graph, the removal of which causes graph to 
become disconnected, is commonly referred as the split dominance number. This number describes the 
minimal dominating set. We investigate the generalized form of Star, Bi Star, Tadpole, Wheel, Banana 
tree graph's line graph for Split dominance number in order to employ the acquired split dominance 
number corresponding to edges. This is done in order to take the advantage of split dominance number 
as per algorithms following in many real word situations where the splitting of network is necessary by 
removal of the edges. 
 
Keywords:  Dominating set, Domination number, Split domination number. 
 
INTRODUCTION 
 
Recent graph theory research in mathematics has focused on the investigation of dominance. The concept of 
dominance can lead to the development of a number of additional elements. The fundamental dominance problems 
NP-completeness and tight ties to other NP-completeness problems have increased the quantity of research on the 
topic. Chess was a difficult for dominance in the 1850s. In an effort to determine the bare minimum of queens 
necessary to ensure that each square on the chessboard either contains a queen or is under attack by one, C.F.de 
Jaenisch proposed the concept of dominance in 1862.  In the discipline of graph theory, the study of dominance sets 
has advanced most quickly after 1960. In 1962, Ore and Berge introduced the concept of dominant sets in graphs [3]. 
In 1962, Ore conducted research on the ideas of dominance set and dominance number. Investigating the ideas of 
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dominance number and independence number is Cockayne and Hedetniemi [1]. They employed the notation to 
indicate a graph's dominance number. In 1977[6], Mitchell and Hedetniemi developed the idea of edge domination. 
Kulli and Janakiram introduced the split domination in graphs [2]. A specific value for split dominance number and 
many characteristics of the split dominating set have been discovered [7] by T. Chelvam and S. Chellathurai. When 
we consider the graph of the relationship between domination number and edge domination number, it becomes 
apparent that Raja Rajmani Iyar and V.R. Kulli defined split edge dominance number of graph [5].  In this study we 
discuss the split dominance number of line graph of some special graph and justify our results by illustrating various 
cases. 
 
Elementary Definitions  
Line Graph 
Graph 'G s Line graph ( )L G  is a graph with its vertices as points, which are mapped by the edges of G . If two 

edges of G have a common vertex, then the two vertices of ( )L G  that are mapped to those two edges of G  are 
connected [4]. 
Dominating Set  
A dominant set of G  is D V , where V  is vertex set of G and each iv V has a proximity to at least one of the 
vertices of D . The dominance number [2] represents the least cardinality of the dominant set of G , represented by

( )G . 
Split Dominating Set 

The graph's dominating set D  is splits dominant if on removal of D the resultant graph \V D  is disconnected. 
Split dominant number ( )s G  is the cardinality of the set with the fewest vertices [2] [7] [8]. 
 
Split Domination Number of Some Generalized Graph’s Line Graph  
Star Graph’s Line Graph 
A star graph nS  is in fact a complete bipartite graph (1, )nK  

i.e. it has one internal node and n  leaves.  

Theorem 3.1.1 The star graph’s line graph split domination number is undefined.  

Proof: Star graph's line graph i.e.  nL S  is nK  a complete graph and as  s nK  is not known [2]-[7] [8], so the 
proof. 
Illustration-1    
As observed from Figure 1 

  (1, )( ) 1s n s ns K   , but     (1, )( ( ))s s n s nnL S L KK      not exist.  

 
Bi-Star Graph’s Line Graph  
Bi-star graphs ( , )n nB  are created when two copies of star graphs (1, )nK  are linked at the root. The Bi-star graph's 

split domination number is 2. 

Theorem 3.2.1 Let ( , )r sB  be Bi-star graph and ( , )( )r sL B  is line graph of Bi-star graph ( , )r sB  then 

a) 1 ( , )( ( ))s r sL B  

b)  ( , ) ( , )( ) ( ( ))s r s s r sB L B  

Proof:   
a) If G is any Bi-star graph ( , )r sB , a line graph of bi-star network ( , )( )r sL B  has two complete graphs fused at a 

vertex; this vertex dominates all other vertices of the line graph, and removal of this vertex disconnects it. 
So, ( , )( ( )) 1s r sL B   as illustrated for (4,6)B  in Figure 2.  

b)  As ( , ) 2s r sB  , we get ( , ) ( , )( ) ( ( ))s r s s r sB L B   
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Illustration-2  
Tadpole Graph’s Line Graph  
Tadpole Graph is represented by the symbol ( , )T m n  and consists of a cycle graph ( 3)mC m    connected to a 
path graph nP . ( ( , ))L T m n  is line graph of it. 

Theorem 3.3.1 Let ( , )T m n  is Tadpole graph 3m  then  ( ( ( , )))s L T m n  is given by 

a) 3 1 2 ( ( ( , )))s L T  

b) 
13 1 1

3


     
( ( ( , ))) ,s

nL T n n  

c) 
31 1 3

3


     
( ( ( , ))) ,s

mL T m m  

d) 

2 21 3
3 3

3 11 3
3 3

                
              

,
( ( ( , )))

,
s

m n m k
L T m n

m n m k
 for 4m  and 2k   

Proof: 

a) In the line graph of (3,1)T  the set  1,2,3,4V   serves as vertex set and subset  2,3D   serves as the 

minimal dominant set. As \V D is disconnected graph so this D  is split dominating set. 
Consequently, ( ( (3,1))) 2s L T  , as seen in Figure 3  
b) The line graph of (3, )T n  is composed of a cycle 3C  that is connected to a path graph of length n by two 

edges. The split domination set D  of  (3, )L T n   contains one vertex from 3C , corresponding to the bridge edge, 

and 
1

3
n 
  

vertex from the connected path graph [4]. \V D  is disconnected graph. 

So, 
1( ( (3, ))) 1 , 1

3s
nL T n n      

. 

c)  The ( ( ,1))L T m  is composed of two edges connecting cycle mC  to a vertex corresponding to the ( ,1)T m  

bridge. The split domination set D  of ( ( ,1))L T m consists of one vertex from mC ; that is connected to the vertex 

corresponding to the bridge edge and dominates the two neighboring vertices of cycle. The remaining 3m  

vertices of the cycle are connected by path with split dominance number
3

3
m 
  

. So these 
3

3
m 
  

 vertices are also 

in split domination set D  as the induced set \V D is disconnected.  

          So, 
3( ( ( ,1))) 1 , 3

3s
mL T m m
     

.  

d) For 4m  and 1n , the tadpole graph’s line graph’s ( ( , ))L T m n  consists cycle mC  and path nP  
connected by two edges.  
To determine the split domination set, we observe that if m  is a multiple of three, i.e. 3 , 2m k k  , then the split 
domination set consists of a vertex of a cycle mC  that dominates the path's first vertex and two adjacent vertices of 
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the cycle, including this vertex , there are 3m cycle vertices interconnected by a path and dominated by 
3

3
m 
  

vertices plus 1n  path vertices dominated by 
1

3
n 
  

vertices. 

In this case, 
3 1( ( ( , ))) 1 , 3

3 3s
m nL T m n m k
             

.  

If m  is not a multiple of three, the split domination set of ( ( , ))L T m n  consists of a vertex corresponding to the 
bridge edge, that is also the first vertex of the connected path, it dominates two vertices of cycle mC , and an adjacent 

vertex of path nP . As a consequence, in the cycle graph, there are 2m vertices connected by a path and 

dominated by 
2

3
m 
  

vertices and 2n vertices of path dominated by 
2

3
n 
  

vertices. 

In this case
2 2( ( ( , ))) 1 , 3

3 3s
m nL T m n m k
             

. 

Thus the case proof follows. 
In all the above cases there exist two vertices in \V D  not connected by a path. As given in illustration-3 Figure 4, 

( ( (4, 4))) 3s L T  . 
 
Illustration-3  
Theorem 3.3.2  ( ( , )) ( ( ( , )))s sT m n L T m n  

Proof: For 1,n    

( ( ,1)) ( )
3s s m
mT m C       

 

For 1,n   

1
1( ( , )) ( ) ( )

3 3s s m s n
m nT m n C P   

            
as one vertex of path nP  is dominated by vertex of mC . 

The theorem follows from comparing the above-mentioned results with the various circumstances of Theorem 3.3.1.  
 
Wheel Graph’s Line Graph  
Any n -vertex Wheel graph has an embedded cycle graph 1nC   whose all vertices are connected to one particular 
vertex. Thus, for n>3, a Wheel Graph of n  vertices is represented by nW  is generated by linking all the vertices of a 
cycle graph 1nC   to a particular vertex. 

The line graph of Wheel graph ( )nL W  contains a complete graph 1nK  , with a cycle of 1n  vertices, where each 
vertex of the cycle is connected to two vertices of 1nK  . 

Theorem 3.4.1 4 ( ( ))s nL W for 6n . 

Proof: To find split dominating set of ( )nL W  for 6n , select two vertices, say iv  and jv  from the outer cycle of 

line graph of wheel graph, and two vertices in sequence from inner 1nK   such that the selected first vertex of 1nK 

should be in a neighborhood of iv  and the last selected vertex of should be in a neighborhood of jv . The 
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remaining vertices are under the dominance of iv , jv ,or specified vertices of 1nK  . On eliminating this dominated 

set, the graph becomes disconnected. It is a split dominating set with the fewest possible vertices. 
Illustration-4  
The line graph of 4W  has {1,2,3,4,5,6}V   as vertices set and the subset {2,3,4,5}D    is minimal split 
dominating set. 

4( ( )) 4s L W  . As shown in Figure 5.  
The line graph of 5W  has {1,2,3,4,5,6,7,8}V   as set of vertices and the subset {2,3,5,6}D   is minimal split 
dominating set. 5( ( )) 4s L W  . As shown in Figure 6. 
 
Theorem 3.4.2 2  ( ( ))s nL W n  for 6n .  

Proof: To find split dominating set of ( )nL W  for 6n  , select two vertices, say iv  and jv , at a distance of three 

from the outer cycle of line graph of Wheel graph  and 4n  vertices in sequence from inner graph 1nK  , such that 
the first selected vertex of 1nK   should be in a neighbourhood iv  and the last selected vertex of 1nK   should be in 
neighbourhood of jv . The remaining vertices are in domination of iv , jv , or selected vertices of 1nK  . On 

removing this dominated set, we get disconnected graph. It's a split dominated set with minimum number of 
vertices. 

( ( )) 2 4 2s nL W n n      . 
As specified in the following illustration for the line graph of 7W , and for the line graph of 10W  Figure 8. 
Illustration-5  
The line graph of 7W  has {1,2,...,12}V   as set of vertices and the subset of vertex set  {1,8,9,10,4}D  is minimal 
split dominating set. 7( ( )) 5s L W   as Shown in Figure 7.  
The line graph of 10W  has {1,2,...,18}V   as set of vertices and the subset of vertex set  

{2,12,13,14,15,16,17,8}D    is minimal split dominating set. 

10( ( )) 10 2 8s L W    . As Shown in Figure 8.  
 
Banana Tree’s Line Graph 
An ( , )n k -Banana tree, as defined by Chen et al.(1997), is a graph that is produced through linking one leaf of each 

of ‘ n ' copies of a star graph called 1kS   as mentioned in section 3.1, to a single root vertex that is different from all of 
the stars [9]. 
Theorem 3.5.1   ( , )( ( ))s n kL n , where n is number of copies of star graph and k is number of edges in star 

graph.  
Proof: Trivial as with the ( , ) 'n k s  line graph, we receive n   copies of the complete graph connected to n  vertices; 

corresponding to n  branches of a single root vertex, via one vertex of each of the 1nK   . These connected vertices of 

1nK   constitute the dominating set, which is actually a minimal split dominating set, therefore we have 

( , ) ( , )( ( )) ( ( ))n k s n kL L    , as seen in the illustration underneath.  

Illustration-6  
Line graph of Banana tree (2,4)  has {1,2,3,4,5,6,7,8}V   as set of vertices and subset of vertex set {3,4}D   is 

minimal split dominating set. 

( 2,4 )( ( )) 2s L   , as shown in Figure 9. 

( 3,5 )( ( ) 3s L   , as shown in Figure 10 
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Line Graph of 2 nK P  

Complete graph 2K and path graph nP  are graphs with vertices set 2 1 2( ) { , }V K u u and 1 2( ) { , , , }n nV P v v v   
respectively. 
The Cartesian product of 2K  and nP  denoted by 2 nK P   is the graph with vertex set 

2 2 2( ) ( ) ( ) {( , ) | ( ), ( )}n n i j i j nV K P V K V P u v u V K v V P      , edge set  E e  such that 'e ' is an edge of 

2 nK P  if and only if ( , ),( , )i j k le u v u v  

Where either 
1. i k  and ( )j l nv v E P  

2. j l  and 2( )j lv v E K  

Theorem 3.6.1.The split domination number of line graph of 2  nK P  is n. 

Proof: 
Case 3n  
In 2 3( )L K P we have two terminal vertices of degree 2 named as u  and v , one fused vertex 1f  of degree 4, two 
vertex in the neighbourhood of u  and 1f  named  as 1 1u f  and 12u f , and two vertex in the neighbourhood of v  and 

1f  named as 1 1v f  and 2 1v f . In this case, 1 1u f  and 1 1v f  are adjacent, as are 12u f  and 2 1v f  . These vertices are all 

of degree 3. Set 1{ , , }D u f v  is a split dominating set illustrated in Figure 11.  

Case 3n  
We can see in the line graph of 2 ( 3)nK P n   that it has a joint chain of 1n cycles of length 4 and two terminal 

vertices u   and v  of degree 2. In this, two consecutive cycles are united by fusing the 2n vertices referred to as 

1 2 2, ,... nf f f  ; these are intermediate vertices that are not in the neighbourhood of  u  or v  and have degree 4. Two 
of the remaining vertices of first cycle are in the neighbourhood of u  and the first fused vertex 1f , similarly two  
vertices of last cycle are in the neighbourhood  of v  and the last fused vertex 2nf  ,  all these four vertices are of 
degree 3. The remaining vertices of the line graph are all of degree 4 because they are in the vicinity of two successive 

fused vertices and are also adjacent to the prior and subsequent vertex. Let D  be the set of all fused vertices and 
terminals of the line graph of 2 nK P  highlighted in blue, as illustrated in Figure 12's illustrative example for 

2 5K P  This set D  is a dominant set because, as previously stated, all of the vertices of \V D  are in the 

neighbourhood of either the terminal vertex or either of the fused vertex. There are two vertex in \V D  such that 

any path between these two vertex has at least one vertex of D  [2], so it is a split dominating set, and it also satisfies 

all of the conditions of a minimal split dominating set as stated in Theorem 4 in [2]. As a result, this D  is a minimal 
split dominant set of 'n' vertices. Thus, 

     2( ) 2* min 2 *    s nK P ter alvertices n fusedvertices n . 

For Figure 12, 1 2 3{ , , , , }D u f f f v  and so 2 5( ( )) 5s L K P   .  
 
Illustration-7  
Figures 11 and 12 employ blue vertices to represent terminal and fused vertices, which comprise the domination set.  

In general, 2( ( ))s nL K P n   . 
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CONCLUSIONS  
The split domination number for the line graph of Bi-Star, Tadpole, Wheel graph, Banana tree, and Cartesian product 
of the graph is determined in a generalized manner. Since the graphs we used have many real-world uses in 
computer networks as well as network research, knowing the split dominance number of their line graph will aid in 
the search for the graph's most dominant edges.  
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In this paper we establish fixed point theorems for a self mapping and common fixed point theorems for 
a pair of self mappings satisfying a general contractive condition of integral  type  in the setting of 
complete ܵ-metric space. Our results generalize and essentially improve some fixed point theorems on a 
complete  ܵ-metric space. Specially our results generalize the results of [3] and [6]. 
 
Keywords: Integral type mappings, fixed point, complete ܵ-metric space. 
 
INTRODUCTION 
 
The Banach contraction principle is indeed the most celebrated result in metric fixed point theory, which has several 
applications in many domains. Branciari[2], proved existence of fixed point for a mapping defined on a complete 
metric space satisfying a general contractive condition of integral type. 
 
Theorem  1.1:  [2]  Let (ܺ,݀) be a complete metric space, ℎ ∈ (0,1),݂:ܺ → ܺ be a mapping such that, for each  ݕ,ݔ ∈ ܺ, 

න ݐ݀(ݐ)߮ ≤  ℎන  ݐ݀(ݐ)߮
ௗ(௫,௬)

଴

ௗ(௙௫,௙௬)

଴
, 
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Where ߮:ܴା → ܴାis a Lebesgue integrable function which is summable  on each compact subset of ܴା, non negative, 
and such that, for each ߝ > 0,  

න ݐ݀(ݐ)߮ > 0
ఌ

଴
. 

Then݂ has a unique fixed point ݖ ∈ ܺ, such that for eachݔ ∈ ܺ, lim௡→ஶ ݂௡ݔ =  .ݖ
After the study of Branciari[2], a lot of research has been carried out on generalizing contractive conditions of 
integral type for various contractive conditions on various metric spaces.(see [1,3,5,8]).For instance in [3], authors 
generalized some mixed type of contractive conditions to the mapping and a pair of mappings satisfying a general 
contractive condition of integral type. 
Very recently, concept of ܵ-metric spaces has been introduced in [11] as a generalization of metric spaces, which has 
been defined as follows: 
 
Definition 1.2: [11] Let ܺ  be a non empty set. An ܵ-metric on ܺ is a function ܵ: ܺଷ→ [0,∞) that satisfies the following 
conditions, for each  ݔ, ,ݕ ,ݖ ܽ ∈ ܺ, 
ݔ)ܵ (1 , ,ݕ (ݖ ≥ 0 
ݔ)ܵ (2 , ,ݕ (ݖ = 0 if and only ifݔ = ݕ =  ݖ
ݔ)ܵ (3 , ,ݕ ,ݔ)ܵ ≥ (ݖ ,ݔ ,ݕ)ܵ + (ܽ ,ݖ)ܵ + (ܽ,ݕ  .(ܽ,ݖ

The pair (ܺ,ܵ)  is called an ܵ-metric space. 
 
Example 1.3: [11] Some examples of ܵ-metric spaces are 
1. Let ܺ = ܴ௡and ‖.‖a norm on ܺ, then ܵ(ݔ, ,ݕ +ݕ‖ = (ݖ ݖ − −ݕ‖+‖ݔ2  .ܺ is an ܵ-metric on‖ݖ
2. Let ܺ = ܴ௡and ‖.‖ a norm on ܺ, then ܵ(ݔ ,ݕ, ݔ‖ = (ݖ − ݕ‖+‖ݖ −  .ܺ is an ܵ-metric on ‖ݖ
 
Definition 1.4: [11] Let (ܺ,ܵ)be an ܵ-metric space then, a map݂:ܺ→ܺis said to be a contraction if there exists a 
constant 0 ≤ 1 > ߣ such that  ܵ(݂ݔ, ,ݔ݂ ,ݔ)ܵߣ ≥(ݕ݂ ,ݔ ,ݔ for all ,(ݕ ݕ ∈ ܺ. 
 
Theorem 1.5: [11] Let (ܺ,ܵ)be a complete ܵ-metric space and ݂: ܺ→ ܺ be a contraction. Then ݂ has a unique fixed 
point ݑ ∈ ܺ. Furthermore, for any ݔ ∈ ܺ we have lim௡→ஶ ݂௡ (ݔ) =  with ݑ
ܵ(݂௡ݔ, ݂௡ݔ, (ݑ ≤ 2 ఒ೙

ଵିఒ
,ݔ) ,ݔ  .(ݔ݂

Many fixed point theorems satisfying different contractive conditions have been proved in the context of ܵ-metric 
space (see [4],[9-13]).Recently, Ozgur and Tas [6] studied new contractive conditions of integral type on S-metric 
spaces and proved fixed point theorems for contractive conditions of integral type. 
 
Theorem 1.6:[6] Let (ܺ,ܵ) be a completeܵ−metric space, ℎ ∈ (0,1)and function  ܶ:ܺ → ܺ be a self mapping such that, 
for eachݕ,ݔ ∈ ܺ, 

න ݐ݀(ݐ)߮ ≤  ℎන ݐ݀(ݐ)߮
ௌ(௨,௨,௩)

଴

ௌ(்௨,்௨,்௩)

଴
, 

where  ߮:ܴା → ܴାis a Lebesgue integrable function which is summable  on each compact subset of ܴା, non negative, 
and such that, for each  ߝ > 0,  

න ݐ݀(ݐ)߮ > 0
ఌ

଴
. 

Then  ܶ has a unique fixed point.  
Motivated by Ozgur and Tas [6] and some others, we prove some fixed point theorems for general contractive 
conditions of integral type in the context of ܵ-metric spaces. Also our results extend results of [3] to S- metric spaces. 
The results presented in this paper generalize and extend several fixed point  results in the existing literature. 
 
Fixed Point Results Using Contractive Conditions of Integral Type 
At first we recall some basic results about ܵ-metric space. The following lemma and definitions play important role 
in the paper. 
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Lemma 2.1 [9] : Let (ܺ,ܵ)  be an ܵ−metric space. Then we have,  ܵ(ݕ,ݔ,ݔ) =  (ݔ,ݕ,ݕ)ܵ
 
Definition 2.2 [9]: Let (ܺ,ܵ)be an ܵ−metric space and ܣ ⊂ ܺ. Then 
1. A sequence {ݔ௡} in X converges to x if ܵ(ݔ௡, ,௡ݔ (ݔ → 0 as ݊ → ∞, that is for every 0 <ߝ there exists ݊଴ ∈ ܰ such that 
for ݊ ≥ ݊଴, (ݔ,௡ݔ,௡ݔ)ܵ < We denote this by lim௡→ஶ .ߝ  ௡ݔ =  .ܺ in {௡ݔ} is the limit of ݔ and we say that ݔ
2. A sequence {ݔ௡} in X is said to be cauchy sequence if for each 0<ߝ, there exists ݊଴ ∈ ܰ such thatܵ(ݔ௡,ݔ௡, (௠ݔ <  for ߝ 
each ݊,݉ ≥ ݊଴. 
3. The ܵ-metric space (ܺ, ܵ) is said to be complete if every Cauchy sequence is convergent. 
 
MAIN RESULT 
 
In this section we shall obtain new fixed point theorems under a general contractive condition of integral type on 
complete ܵ-metric space.   
 
Theorem 2.3 : Let ݂ be a self map of a complete ܵ-metric space (ܺ,ܵ) satisfying the following condition: 

න ݐ݀(ݐ)߮
ௌ(௙௫,௙௫,௙௬)

଴
≤ නߙ  ݐ݀(ݐ)߮

ௌ(௫,௫,௙௫)ାௌ(௬,௬,௙௬)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௫,௫,௬)

଴
 

ߛ ∫ ୫ୟ୶ {ௌ(௫,௫,௙௬),ௌ(௬ݐ݀(ݐ)߮ ,௬,௙௫)}
଴ + ߜ ∫ ݐ݀(ݐ)߮

ೄ(ೣ,ೣ,೑೤)శೄ(೤,೤,೑ೣ)శೄ(ೣ,ೣ,೑ೣ)
భశೄ(ೣ, ,ೣ೑೤)ೄ(೤,೤,೑ೣ)ೄ(ೣ, ,ೣ೑ೣ)
଴ ,       (1) 

for each ݔ, ݕ ∈  ܺ with nonnegative reals ߚ,ߙ, ,ߛ ߙsuch that 2 ߜ + ߚ + ߛ3 + ߜ4 < 1.  where ߮:ܴା → ܴା is a Lebesgue 
integrable map which is summable on each compact subset of ܴା, nonnegative and such that for each ߝ > 0 
∫ ఌݐ݀(ݐ)߮
଴ > 0.                   (2) 

Then ݂ has a unique fixed point such that for each ܺ߳ݔ,  lim௡→ஶ ݂௡ݔ =  .ݖ
 
Proof: Let ݔ଴ ∈ ܺ, and let us define ݔ௡ = ݊ ௡ିଵ. For each integerݔ݂ ≥1 from (1) we have    

න ݐ݀(ݐ)߮
ௌ(௫೙,௫೙,௫೙శభ)

଴
= න ݐ݀(ݐ)߮

ௌ(௙௫೙షభ,௙௫೙షభ,௙௫೙)

଴
 

   ≤ නߙ ݐ݀(ݐ)߮
ௌ(௫೙షభ,௫೙షభ,௫೙)ାௌ(௫೙,௫೙,௫೙శభ)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௫೙షభ,௫೙షభ ,௫೙)

଴
 

නߛ ݐ݀(ݐ)߮
୫ୟ୶{ௌ(௫೙షభ,௫೙షభ,௫೙),ௌ(௫೙,௫೙,௫೙)}

଴
 

නߜ + ݐ݀(ݐ)߮
ೄ(ೣ೙షభ,ೣ೙షభ ,ೣ ೙శభ)శೄ(ೣ೙,ೣ೙,ೣ೙)శೄ(ೣ೙షభ,ೣ೙షభ,ೣ೙)
భశೄ(ೣ೙షభ,ೣ೙షభ,ೣ೙శభ)ೄ(ೣ ೙ ,ೣ೙,ೣ೙)ೄ(ೣ೙షభ,ೣ೙షభ,ೣ೙)

଴
 

≤ ߙ) + ߚ + ߛ2 + න(ߜ3 ݐ݀(ݐ)߮
ௌ(௫೙షభ,௫೙షభ,௫೙)

଴
 

ߙ)+ + ߛ + ∫(ߜ ௌ(௫೙ݐ݀(ݐ)߮ ,௫೙,௫೙శభ)
଴ . 

which implies, 

න ݐ݀(ݐ)߮
ௌ(௫೙,௫೙,௫೙శభ)

଴
≤

ߙ) + ߚ + ߛ2 + (ߜ3
1− ߙ − ߛ − ߜ න ݐ݀(ݐ)߮

ௌ(௫೙షభ ,௫೙షభ,௫೙)

଴
 

Or, 
∫ ௌ(௫೙ݐ݀(ݐ)߮ ,௫೙ ,௫೙శభ)
଴   ≤ ݇∫ ௌ(௫೙షభ,௫೙షభ,௫೙)ݐ݀(ݐ)߮

଴ ,                      (3) 
where݇ = (ఈାఉାଶఊାଷఋ)

ଵିఈିఊିఋ
<1   (As 2ߙ + ߚ + ߛ3 + ߜ4 < 1 ) 

Thus, by routine calculation, we get, 

න ݐ݀(ݐ)߮
ௌ(௫೙,௫೙,௫೙శభ)

଴
≤ ݇௡න ݐ݀(ݐ)߮

ௌ(௫బ ,௫బ ,௫భ)

଴
. 

Taking limit as ݊ → ∞ we obtain, 
݈݅݉௡→ஶ ∫ ݐ݀(ݐ)߮ = 0ௌ(௫೙,௫೙,௫೙శభ)

଴ . 
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which gives by using (2) that, 
 ݈݅݉௡→ஶ (௡ାଵݔ,௡ݔ,௡ݔ)ܵ = 0. 
Now, we will show that {ݔ௡ }is a Cauchy sequence. Suppose that it is not. Then there exists an ߝ > 0 and 
subsequences {݉(݌)} and {݊(݌)} such that ݉(݌) < (݌)݊ < ݌)݉ + 1) with 
(௡(௣)ݔ,௠(௣)ݔ,௠(௣)ݔ)ܵ   ≥ ௡(௣)ିଵ൯ݔ,௠(௣)ݔ,௠(௣)ݔ൫ܵ ,ߝ <  (4)         ߝ
Also,  
ܵ൫ݔ௠(௣)ିଵ,ݔ௠(௣)ିଵ,ݔ௡(௣)ିଵ൯ ≤ 2ܵ൫ݔ௠(௣)ିଵ,ݔ௠(௣)ିଵ,ݔ௠(௣)൯ + ܵ൫ݔ௠(௣),ݔ௠(௣),ݔ௡(௣)ିଵ൯ 
<2 ܵ൫ݔ௠(௣)ିଵ,ݔ௠(௣)ିଵ,ݔ௡(௣)ିଵ൯ +  .ߝ
Hence, 
lim௣→ஶ ∫ ݐ݀(ݐ)߮ ≤  ∫ ఌݐ݀(ݐ)߮

଴
ௌ൫௫೘(೛)షభ,௫೘(೛)షభ,௫೙(೛)షభ൯
଴ .             (5) 

Now using (3), (4) and (5) we get. 

න ݐ݀(ݐ)߮
ఌ

଴
≤  න ݐ݀(ݐ)߮

ௌ൫௫೘(೛),௫೘(೛),௫೙(೛)൯

଴
 

≤ ݇න ݐ݀(ݐ)߮
ௌ൫௫೘(೛)షభ,௫೘(೛)షభ,௫೙(೛)ିଵ൯

଴
 

 ≤  ݇ න ݐ݀(ݐ)߮
ఌ

଴
. 

Which is a contradiction, since ݇ ∈ (0,1). Therefore {ݔ௡} is a cauchy sequence and hence convergent. Let us call the 
limit ݖ. 
Again using (1) we get, 

න ݐ݀(ݐ)߮
ௌ(௙௭,௙௭,௫೙శభ)

଴
= න ݐ݀(ݐ)߮

ௌ(௙௭,௙௭,௙௫೙)

଴
 

 ≤ ߙ  න ݐ݀(ݐ)߮
ௌ(௭,௭,௙௭)ାௌ(௫೙ ,௫೙ ,௫೙శభ)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௭,௭,௫೙)

଴
 

ߛ ∫ ୫ୟ୶ {ௌ(௭,௭,௫೙శభ),ௌ(௫೙,௫೙,௙௭)}ݐ݀(ݐ)߮
଴ + ߜ ∫ ݐ݀(ݐ)߮

ೄ(೥ ,೥,ೣ ೙శభ)శೄ(ೣ೙ ,ೣ೙ ,೑೥)శೄ(೥,೥,೑೥)
భశೄ(೥,೥,ೣ೙శభ)ೄ(ೣ ೙ ,ೣ ೙ ,೑೥)ೄ(೥,೥,೑೥)

଴ . 
Taking limit as ݊ → ∞ we get, 

න ݐ݀(ݐ)߮
ௌ(௙௭,௙௭,௭)

଴
≤ ߙ) + ߛ + න(ߜ2 ݐ݀(ݐ)߮

ௌ(௭,௭,௙௭)

଴
. 

Which gives, 
∫ ௌ(௙௭ݐ݀(ݐ)߮ ,௙௭ ,௭)
଴ = 0. (As 2ߙ + ߚ + ߛ3 + ߜ4 < 1) 

Which implies, ܵ(݂ݖ݂,ݖ, (ݖ  = 0. 
Which gives, ݖ݂ = ݂ is a fixed point of ݖ ,Thus.ݖ . 
Now, let us suppose that ݓ(≠  ,is another fixed point of ݂. Then from (1) we have (ݖ

න ݐ݀(ݐ)߮
ௌ(௭,௭,௪)

଴
= න ݐ݀(ݐ)߮

ௌ(௙௭ ,௙௭,௙௪)

଴
 

≤ නߙ ݐ݀(ݐ)߮
ௌ(௭,௭,௙௭)ାௌ(௪,௪,௙௪)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௭,௭,௪)

଴
 

නߛ ݐ݀(ݐ)߮
୫ୟ୶ {ௌ(௭,௭,௙௭),ௌ(௪,௪,௙௭)}

଴
+ ߜ න ݐ݀(ݐ)߮

ೄ(೥,೥,ೢ )శೄ(ೢ,ೢ,೥)శೄ(೥,೥,೑೥)
భశೄ(೥,೥,ೢ)ೄ(ೢ , ,ೢ೥)ೄ(೥,೥,೑೥)

଴
 

   ≤ ߚ) + ߛ + න(ߜ2 ݐ݀(ݐ)߮
ௌ(௭,௭,௪)

଴
. 

Since ߚ + ߛ + ∫ this implies that ,1 >ߜ2 ௌ(௭,௭,௪)ݐ݀(ݐ)߮
଴ = 0. 

Which from (2) implies that ܵ ,ݖ) (ݓ,ݖ = 0 orݖ =  .Thus ݂ has unique fixed point .ݓ
 
Corrollary 2.4:Let ݂ be a self map of a complete ܵ-metric space (ܺ,ܵ) satisfying the following condition: 

න ݐ݀(ݐ)߮
ௌ(௙௫,௙௫,௙௬)

଴
≤ නߙ  ݐ݀(ݐ)߮

ௌ(௫,௫,௙௫)ାௌ(௬,௬,௙௬)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௫,௫,௬)

଴
                                   + නߛ ݐ݀(ݐ)߮

୫ୟ୶ {ௌ(௫,௫,௙௬),ௌ(௬,௬,௙௫)}

଴
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for each ݔ, ݕ ∈ ܺ with non negative reals ߚ,ߙ, ߙsuch that 2 ߛ + ߚ + ߛ3 < 1. where ߮:ܴା → ܴା is a Lebesgue integrable 
map which is summable on each compact subset of ܴା, nonnegative and such that for each  ߝ >0,  
∫ ఌݐ݀(ݐ)߮
଴ > 0. 

Then ݂ has a unique fixed point such that for each ݔ ∈ ܺ, lim௡→ஶ ݂௡ݔ =  .ݖ
 
Proof: On putting 0=ߜ in (1) the result follows. 
 
Remark 2.5 : 
1. Corollary 2.4 is a special case of theorem with 0=ߜ. 
2. Corollary 2.4 extends theorem 2.1[3]to ܵ-metric space. 
3. On setting ߮(ݐ) = 1 over ܴା, the contractive condition of integral type transforms into a general contractive 
condition not involving integrals. 
4. Theorem 2.3 is a generalization of Theorem 2.4 in [6]on a complete ܵ-metric space. Indeed, if we take ߚ =  ℎ and 
ߙ = ߛ = ߜ = 0 in Theorem 2.3, then we get Theorem 1.6. 
 
Theorem 2.6:Let ݂ be a self map of a complete ܵ-metric space (ܺ,ܵ) satisfying the following condition: 

න ݐ݀(ݐ)߮
ௌ(௙௫,௙௫௙௬)

଴
≤ නߙ  ݐ݀(ݐ)߮

ௌ(௫,௫,௙௫)ାௌ(௬,௬,௙௬)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௫,௫,௙௬)ାௌ(௬,௬,௙௬)

଴
 

නߛ ݐ݀(ݐ)߮
୫ୟ୶ {ௌ(௫,௫,௚௬),ௌ(௬,௬,௙௫)}

଴
+ ߜ න ,ݐ݀(ݐ)߮

ௌ(௫,௫,௬)

଴
 

for each ݔ, ∋ ݕ ܺ with non negative reals ߚ,ߙ, ,ߛ ߙsuch that 2 ߜ + ߚ3 + ߛ3 + ߜ < 1. Where ߮: ܴା → ܴା is a Lebesgue 
integrable map which is summable on each compact subset of ܴା, nonnegative and such that for each ߝ > 0,    
∫ ݐ݀(ݐ)߮ >ఌ
଴ 0. 

Then ݂ has a unique fixed point such that for each ݔ ∈ ܺ, lim௡→ஶ ݂௡ݔ =  .ݖ
Proof: The proof is very similar to the proof of theorem so we omitted it.  
 
Theorem 2.7: Let ݂ and ݃ be two self maps on a complete complete ܵ-metric space (ܺ, ܵ) satisfying the following 
condition 

න ݐ݀(ݐ)߮
ௌ(௙௫,௙௫,௚௬)

଴
≤ ߙ  න ݐ݀(ݐ)߮

ௌ(௫,௫,௙௫)ାௌ(௬,௬,௚௬)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௫,௫,௬)

଴
 

∫ߛ+ ୫ୟ୶ {ௌ(௫,௫,௚௬),ௌ(௬,௬,௙௫)}ݐ݀(ݐ)߮
଴ + ߜ ∫ ݐ݀(ݐ)߮

ೄ( ,ೣೣ,೒೤)శೄ(೤,೤,೑ೣ)శೄ(ೣ ,ೣ ,೑ೣ)
భశೄ(ೣ, ,ೣ೒೤)ೄ(೤,೤,೑ೣ)ೄ(ೣ, ,ೣ೑ೣ)

଴ ,            (6)                 
for each ݔ, ݕ ∈ ܺ with non negative reals ߚ,ߙ, ,ߛ ߙsuch that 2 ߜ + ߚ + ߛ3 + ߜ4 < 1. Where ߮:ܴା → ܴା is a Lebesgue 
integrable map which is summable on each compact subset of ܴା, nonnegative and such that for each ߝ >0,  
∫ ఌݐ݀(ݐ)߮
଴ > 0              (7) 

Then ݂ has a unique fixed point such that for each ݔ ∈ ܺ, lim௡→ஶ ݂௡ݔ =  .ݖ
Proof: Let ݔ଴ ∈ ܺ, and let us define ݔଶ௡ାଵ = ଶ௡ାଶݔ ଶ௡  andݔ݂ = ݊ ଶ௡ାଵ. For each integerݔ݃ ≥1 from (1) we have 

න  ݐ݀(ݐ)߮
ௌ(௫మ೙శభ,௫మ೙శభ,௫మ೙శమ)

଴
= න ݐ݀(ݐ)߮

ௌ(௙௫మ೙,௙௫మ೙,௚௫మ೙శభ)

଴
 

 ≤ නߙ ݐ݀(ݐ)߮
ௌ(௫మ೙,௫మ೙ ,௫మ೙శభ)ାௌ(௫మ೙శభ,௫మ೙శభ ,௫మ೙శమ)

଴
 

∫ߚ + ௌ(௫మ೙ݐ݀(ݐ)߮ ,௫మ೙ ,௫మ೙శభ)
଴  

නߛ ݐ݀(ݐ)߮
୫ୟ୶{ௌ(௫మ೙ ,௫మ೙,௫మ೙శమ),ௌ(௫మ೙శభ,௫మ೙శభ ,௫మ೙శభ)}

଴
 

∫ߜ +     ݐ݀(ݐ)߮
ೄ(ೣమ೙ ,ೣమ೙ ,ೣమ೙శమ)శೄ(ೣమ೙శభ ,ೣమ೙శభ,ೣమ೙శభ)శೄ(ೣ మ೙,ೣమ೙,ೣమ೙శభ)
భశೄ(ೣ೙షభ ,ೣ೙షభ,ೣ೙శభ)ೄ(ೣమ೙శభ,ೣమ೙శభ,ೣమ೙శభ)ೄ(ೣమ೙,ೣమ೙ ,ೣమ೙శభ)

଴  

    ≤ ߙ) + ߚ + ߛ2 + න(ߜ3 ݐ݀(ݐ)߮
ௌ(௫మ೙,௫మ೙ ,௫మ೙శభ)

଴
 

ߙ)+                                                      + ߛ + ∫ (ߜ ௌ(௫మ೙శభݐ݀(ݐ)߮ ,௫మ೙శభ,௫మ೙శమ)
଴ . 
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Which implies,    

න ݐ݀(ݐ)߮
ௌ(௫మ೙శభ,௫మ೙శభ ,௫మ೙శమ)

଴
≤

ߙ) + ߚ + +ߛ2 (ߜ3
1 − −ߙ ߛ − ߜ න ݐ݀(ݐ)߮

ௌ(௫మ೙ ,௫మ೙,௫మ೙శభ)

଴
 

න ݐ݀(ݐ)߮
ௌ(௫మ೙శభ ,௫మ೙శభ,௫మ೙శమ)

଴
≤ ݇න ݐ݀(ݐ)߮

ௌ(௫మ೙,௫మ೙ ,௫మ೙శభ)

଴
, 

where ݇ = (ఈାఉାଶఊାଷఋ)
ଵିఈିఊିఋ

<1. (As 2ߙ + ߚ + ߛ3 + ߜ4 < 1 ) 
Which in general, gives for all ݊ = 1,2, …. 
∫ ௌ(௫೙ݐ݀(ݐ)߮ ,௫೙ ,௫೙శభ)
଴ ≤ ݇∫ ௌ(௫೙షభ.ݐ݀(ݐ)߮ ,௫೙షభ,௫೙)

଴                     (8) 
Thus, by routine calculation, we get, 

න ݐ݀(ݐ)߮
ௌ(௫೙,௫೙,௫೙శభ)

଴
≤ ݇௡න ݐ݀(ݐ)߮

ௌ(௫బ ,௫బ ,௫భ)

଴
 

Taking limit as ݊ → ∞ we obtain, 

lim
௡→ஶ

න ݐ݀(ݐ)߮
ௌ(௫೙ ,௫೙ ,௫೙శభ)

଴
= 0. 

Which gives by using (7) that 
lim
௡→ஶ

(௡ାଵݔ,௡ݔ,௡ݔ)ܵ = 0. 
Now, we will show that {ݔ௡ }is a Cauchy sequence. Suppose that it is not. Then there exists an ߝ > 0 and 
subsequences {2݉(݌)} and {2݊(݌)} such that ݌ < (݌)2݉ <   with (݌)2݊
ܵ൫ݔଶ௠(௣) , ଶ௠(௣)ݔ ଶ௡(௣)൯ݔ, ≥ ,ଶ௠(௣)ݔ,ଶ௠(௣)ݔand ܵ൫   ߝ ଶ௡(௣)ିଶ൯ݔ <  (9)       .ߝ
ܵ൫ݔଶ௠(௣) , ଶ௠(௣)ݔ ଶ௡(௣)൯ݔ, ≤ 2ܵ൫ݔଶ௠(௣) ଶ௠(௣)ݔ, +ଶ௡(௣)ିଶ൯ݔ, 2ܵ൫ݔଶ௡(௣)ିଶ, ,ଶ௡(௣)ିଶݔ  ଶ௡(௣)ିଵ൯ݔ
+ ܵ൫ݔଶ௡(௣)ିଵ,  ଶ௡(௣)൯ݔ,ଶ௡(௣)ିଵݔ
< ߝ2 + 2ܵ൫ݔଶ௡(௣)ିଶ,ݔଶ௡(௣)ିଶ,ݔଶ௡(௣)ିଵ൯ 
+ ܵ൫ݔଶ௡(௣)ିଵ,  .ଶ௡(௣)൯ݔ,ଶ௡(௣)ିଵݔ

Thus, lim௣→ஶ ∫ ௌ൫௫మ೘(೛),௫మ೘(೛)ݐ݀(ݐ)߮ ,௫మ೙(೛)൯
଴ = ∫ ఌݐ݀(ݐ)߮

଴ . 
Hence, 

න ≥ ݐ݀(ݐ)߮ ݇
ௌ൫௫మ೘(೛) ,௫మ೘(೛),௫మ೙(೛)൯

଴
න ݐ݀(ݐ)߮
ௌ൫௫మ೘(೛)షభ,௫మ೘(೛)షభ,௫మ೙(೛)షభ൯

଴
 

    ≤ ݇[න ݐ݀(ݐ)߮
ଶௌ൫௫మ೘(೛)షభ , ௫మ೘(೛)షభ, ௫మ೘(೛)൯

଴
       +න ݐ݀(ݐ)߮

ଶௌ൫௫మ೘(೛) , ௫మ೘(೛), ௫మ೙(೛)൯

଴
 

  +∫ ଶௌ൫௫మ೙(೛)షభݐ݀(ݐ)߮ , ௫మ೙(೛)షభ, ௫మ೙(೛)൯
଴ ]. 

Taking limit as ݌ → ∞, we get, 
∫ ఌݐ݀(ݐ)߮
଴ ≤  ݇ ∫ ఌݐ݀(ݐ)߮

଴ . 
Which is a contradiction, as ݇ < 1. 
Therefore, {ݔ௡} is a Cauchy sequence, hence convergent. Let us call the limit ݖ. 
Now, we have from (6), 

න ݐ݀(ݐ)߮
ௌ(௙௭,௙௭,௫మ೙శమ)

଴
= න ݐ݀(ݐ)߮

ௌ(௙௭,௙௭,௚௫మ೙శభ)

଴
. 

  ≤ ߙ ∫ ௌ(௭,௭,௙௭)ାௌ(௫మ೙శభ,௫మ೙శభ]ݐ݀(ݐ)߮ ,௫మ೙శమ)]
଴ ∫ߚ+ ௌ(௭ݐ݀(ݐ)߮ ,௭,௫మ೙శభ)

଴  

නߛ ݐ݀(ݐ)߮
୫ୟ୶{ௌ(௭,௭,௫మ೙శమ),ௌ(௫మ೙శభ,௫మ೙శభ ,௙௭)}

଴
 

ߜ+ ∫ ݐ݀(ݐ)߮
ೄ(೥,೥,ೣమ೙శమ)శೄ൫ೣమ೙శభ,ೣమ೙శభ,೑೥൯శೄ(೥,೥,೑೥)
భశೄ(೥,೥,ೣమ೙శమ)ೄ൫ೣమ೙శభ,ೣమ೙శభ,೑೥൯ೄ(೥,೥,೑೥)

଴
. 

Taking limit as ݊ → ∞, we get, 

න ݐ݀(ݐ)߮
ௌ(௙௭,௙௭,௭)

଴
≤ ߙ) + ߛ + න(ߜ2 ݐ݀(ݐ)߮

ௌ(௭,௭,௙௭)

଴
. 

Which gives, 
∫ ݐ݀(ݐ)߮ = 0.ௌ(௭,௭,௙௭)
଴    (As 2ߙ + ߚ + ߛ3 + ߜ4 < 1) 

Surabhi Bhatt et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73559 
 

   
 
 

Which gives ܵ(ݖ, (ݖ݂,ݖ = 0 or ݂ݖ =  .ݖ
In the similar manner we can show that ݃ݖ =  is a common fixed point of ݂ and ݃. Now we shall prove that ݖ ,Thus.ݖ
≠)ݓ is a unique common fixed point of ݂ and ݃. Suppose that it is not. And let ݖ  be another common fixed point of (ݖ
݂ and ݃. 
Then,  
∫ ௌ(௭,௭,௪)ݐ݀(ݐ)߮
଴  = ∫ ௌ(௙௭,௙௭,௚௪)ݐ݀(ݐ)߮

଴  

න ݐ݀(ݐ)߮
ௌ(௭,௭,௪)

଴
≤ නߙ ݐ݀(ݐ)߮

ௌ(௭,௭,௙௭)ାௌ(௪,௪,௚௪)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௭,௭,௪)

଴
 

ߛ+    ∫ ୫ୟ୶ {ௌ(௭,௭,௚௪),ௌ(௪,௪,௙௭)}ݐ݀(ݐ)߮
଴ ߜ+  ∫ ݐ݀(ݐ)߮

ೄ(೥,೥,೒ೢ)శೄ(ೢ, ,ೢ೑೥)శೄ(೥,೥,೑೥)
భశೄ(೥,೥,೒ೢ)ೄ(ೢ, ,ೢ೑೥)ೄ(೥,೥,೑೥)

଴  
  ≤ ߚ) + ߛ + (ߜ2 ∫ ௌ(௭,௭,௪)ݐ݀(ݐ)߮

଴ . 
This implies, ∫ ௌ(௭,௭,௪)ݐ݀(ݐ)߮

଴  = 0.(as ߚ + ߛ + ߜ2 < 1) 
Which implies ܵ(ݖ, (ݓ,ݖ = 0. 
Which gives ݓ =  .ݖ
 
Corrollary  2.8: Let ݂ and ݃ be two self maps on a complete complete ܵ-metric space (ܺ,ܵ) satisfying the following 
condition: 

න ݐ݀(ݐ)߮
ௌ(௙௫,௙௫,௚௬)

଴
≤ ߙ  න ݐ݀(ݐ)߮

ௌ(௫,௫,௙௫)ାௌ(௬,௬,௚௬)

଴
+ නߚ ݐ݀(ݐ)߮

ௌ(௫,௫,௬)

଴
 

නߛ+ ݐ݀(ݐ)߮
୫ୟ୶{ௌ(௫,௫,௚௬),ௌ(௬,௬,௙௫)}

଴
 

for each ݔ, ,ߚ,ߙ with non negative reals ܺ ߳ ݕ ߙsuch that 2 ߛ + ߚ + ߛ3 < 1. Where ߮:ܴା → ܴା is a Lebesgue integrable 
map which is summable on each compact subset of ܴା, nonnegative and such that for each  ߝ >0,  

න ݐ݀(ݐ)߮
ఌ

଴
> 0. 

Then ݂ has a unique fixed point such that for each  ܺ߳ݔ, lim௡→ஶ ݂௡ݔ =  .ݖ
Proof : On putting 0=ߜ in (6) the result follows. 
 
Remark 2.9: 
1.Corollary 2.8 is a special case of theorem 2.7 with 0=ߜ. 
2.On setting ߮(ݐ) = 1 over ܴା, the contractive condition of integral type transforms into a general contractive 
condition not involving integrals. 
 
Theorem 2.10: Let ݂ and ݃ be two self maps on a complete complete    ܵ-metric space (ܺ,ܵ) satisfying the following 
condition: 
∫ ௌ(௙௫ݐ݀(ݐ)߮ ,௙௫,௚௬)
଴ ≤ ߙ  ∫ ௌ(௫,௫,௙௫)ାௌ(௬,௬,௚௬) ݐ݀(ݐ)߮

଴ ߚ+ ∫ ௌ(௫,௫,௚௬)ାௌ(௬,௬,௙௫)ݐ݀(ݐ)߮
଴  

ߛ+ ∫ ୫ୟ୶ {ௌ(௫,௫,௚௬),ௌ(௬,௬,௙௫)}ݐ݀(ݐ)߮
଴ ߜ+ ∫ ௌ(௫,௫,௬),ݐ݀(ݐ)߮

଴  
for each ݔ, ∋ ݕ  ܺ with non negative reals ߚ,ߙ, ߙsuch that 2 ߜ,ߛ + ߚ3 + +ߛ3 ߜ < 1. Where ߮:ܴା → ܴା is a Lebesgue 
integrable map which is summable on each compact subset of ܴା, nonnegative and such that for each ߝ >0,  

න ݐ݀(ݐ)߮
ఌ

଴
> 0. 

Then ݂ has a unique fixed point such that for each ܺ߳ݔ, lim௡→ஶ ݂௡ݔ =  .ݖ
Proof: The proof is very similar to the proof of theorem so we omitted it. 
 
CONCLUSION 
 
In this paper, we proved fixed point theorems for a self mapping and common fixed point theorems for a pair of self 
mappings satisfying a general contractive condition of integral  type  in the setting of completeܵ-metric space and 
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gave some consequences of our main results. The results presented in this paper generalize and improve several 
results from the existing literature. 
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The aim of this paper is to introduce a new type of the notions of (1,2)∗- g̈continuous and (1,2)∗- 
g̈irresolute functions in intuitionistic fuzzy bitopological spaces and study some their properties in 
intuitionistic fuzzy bitopological spaces.  
 
Keywords:  Intuitionistic fuzzy bitopology, (1,2)∗-g̈Intuitionistic fuzzy continuous functions,(1,2)∗-
g̈ Intuitionistic fuzzy irresolute functions. 
 
INTRODUCTION 
 
Zadeh [13] was introduced the fuzzy sets and Chang [4] was initiated the fuzzy topology. Kandil [6] introduced the 
concept of fuzzy bitopological spaces as a natural generalization of Chang’s fuzzy topological spaces. Atanassov [3] 
was introduced the concept of intuitionistic fuzzy sets as a generalization of fuzzy sets. The notion of continuous 
maps is one of the most important concepts in topological spaces. Intuitionistic fuzzy continuous mappings and 
intuitionistic fuzzy irresolute mappings were studied by Young Bae Jun and Seok Zun Song [12]. Generalized 
continuity in intuitionistic fuzzy topological spaces was introduced by Thakur and Rekha Chaturvedi [11]. Using the 
notation of intuitionistic fuzzy sets Coker [5] introduced the notation of intuitionistic fuzzybitopological 
spaces.Recently the authors [8] introduced the concept (1,2)∗-Intuitionistic fuzzy݃̈ closed sets and open sets in 
bitopological spaces. 
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In this paper, we introduce the concept of intuitionistic fuzzy bitopological spaces as a generalization of fuzzy 
bitopological spaces. Next, we introduce the notations of (1,2)∗-݃̈ continuous functions and (1,2)∗-݃̈ irresolute 
functions in intuitionistic fuzzy bitopological spaces and study some their properties in intuitionistic fuzzy 
bitopological spaces. 
 
Preliminaries 
Throughout this paper (X,߬ଵ, ߬ଶ) and (Y,ߪଵ,  ଶ) or simply X and Y denote the  intuitionistic fuzzy bitopological spacesߪ
(briefly IFBTS). We recall some basic definitions  that are used in the sequel. 
 
Definition 2.1[3]: 
Let X be a non-empty set. An intuitionistic fuzzy set (briefly IFS) A in X is an object having the form, A = {<
ܺ, ,(ݔ)஺ߤ (ݔ)஺ߛ ݔ/< ∈ ܺ} where the functions ߤ஺ : X → [0,1]  
and ߛ஺: X → [0,1] denote the degree of membership (i.e., ߤ஺(ݔ)) and the degree of non-membership (i.e., ߛ஺(ݔ)) of each 
element ݔ ∈ ܺ to the set A respectively and 0 ≤ (ݔ)஺ߤ  + (ݔ)஺ߛ ≤ 1 for each ݔ ∈ ܺ. The set of all intuitionistic fuzzy 
sets in X is denote by  IFS(X). 
Definition 2.2[4]: 
  Let A and B be IFSs of the form A = {< ,(ݔ)஺ߤ (ݔ)஺ߛ ݔ/< ∈ ܺ} and  
B = {< ,(ݔ)஻ߤ (ݔ)஻ߛ ݔ/< ∈ ܺ}. Then  
1.  A ⊆ B if and only if ߤ஺(ݔ) ≤ (ݔ)஺ߛ and (ݔ)஻ߤ ≥ ݔ for all (ݔ)஻ߛ ∈ ܺ, 
2.  A = B ⟺ A ⊆ B and B ⊆ A,              
,ܺ>} = ௖ܣ  .3 ,(ݔ)஺ߛ ݔ / <(ݔ)஺ߤ ∈ ܺ} 
4.  A ∩ B = {<ܺ, (ݔ)஺ߤ ∧ ,(ݔ)஻ߤ (ݔ)஺ߛ ∨ ݔ / <(ݔ)஻ߛ ∈ ܺ} 
5.  A ∪ B = {<X,ߤ஺(ݔ) ∨ ,(ݔ)஻ߤ (ݔ)஺ߛ ∧ ∋ / <(ݔ)஻ߛ ܺ }. 
The intuitionistic fuzzy sets 0~ = {<X,0,1> / ݔ ∈ ܺ} and 1~ = {<X,1,0> / ݔ ∈ ܺ} are  
respectively the empty set and the whole set in X. 
Definition 2.3[3]: 
An intuitionistic fuzzy topology (briefly IFT) on X is a family ߬  of IFSs in X satisfying the following axioms. 
1.  0~, 1~ ∈ ߬ 
ଵܪ  .2 ∩ ଶܪ ∈ ߬ for any ܪଵ, ଶܪ ∈  ߬ 
3. ∪ ௜ܪ ∈  ߬ for any family {ܪ௜/ ݅ ∈ J} ⊆ ߬. 
               In this state the pair (X,߬) is called an intuitionistic fuzzy topological space (briefly IFTS) and any IFS in ߬ is 
known as an intuitionistic fuzzy open set (briefly IFOS) in X. The complement of an intuitionistic fuzzy open set is 
called an intuitionistic fuzzy closed set (briefly IFCS) in X. 
Definition 2.4[1]: 
Let ߬ଵ and ߬ଶ be two intuitionistic fuzzy topologies on a non-empty set X. The triple  
(X,߬ଵ ,߬ଶ) is called an intuitionistic fuzzy bitopological spaces (briefly IFBTS), every member  
of ߬ଵ,ଶ is called ߬ଵ,ଶ-intuitionistic fuzzy open sets (߬ଵ,ଶ-IFOS) and the complement of ߬ଵ,ଶ-IFOS is ߬ଵ,ଶ-intuitionistic 
fuzzy closed sets (߬ଵ,ଶ-IFCS). 
 
Definition 2.5: 
    An IFS A = <X,ߤ஺ ,ߛ஺> in an IFBTS (X,߬ ଵ, ߬ଶ) is said to be an  
 (1,2)∗-intuitionistic fuzzy closed set [7] ((1,2)∗-IFCS) if A = ߬ଵ,ଶ-cl(A).  
The complement of (1,2)∗-IFCS in an (1,2)∗-IFOS. 
 (1,2)∗-intuitionistic fuzzy regular closed set ((1,2)∗-IFRCS) if  
A = ߬ଵ,ଶ-݈ܿ(߬ଵ,ଶ-݅݊(ܣ)ݐ). The complement of ߬ଵ,ଶ-IFCS in an ߬ଵ,ଶ-IFOS 
 (1,2)∗-intuitionistic fuzzy generalized closed set [8] ((1,2)∗-IFGCS) if ߬ଵ,ଶ-cl(A) ⊆ U  
whenever A ⊆ U and U is an ߬ଵ,ଶ-IFOS in X. The complement of an (1,2)∗-IFGCS is  
an (1,2)∗-IFGOS. 
 (1,2)∗-intuitionistic fuzzy ݃̈ closed set [7] ((1,2)∗-IF݃̈CS) if ߬ଵ,ଶ-cl(A) ⊆ U whenever A ⊆ U and U is an (1,2)∗-
IFSGOS in X. The complement of the (1,2)∗-IF݃̈CS is an (1,2)∗-IF݃̈OS in X. 
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Definition 2.6: A map f: (X,߬ଵ, ߬ଶ) → (Y,ߪଵ,  ଶ) is said to beߪ
 (1,2)∗-intuitionistic fuzzy continuous [12] ((1,2)∗-IF continuous) if ݂ିଵ(ܸ) is ߪଵ,ଶ-IF closed in X for every ߪଵ,ଶ-
IF closed subset V of Y. 
 (1,2)∗-intuitionistic fuzzy regular continuous ((1,2)∗-IFR continuous) if ݂ିଵ(ܸ) is (1,2)∗-IFR closed in X for 
every ߪଵ,ଶ- IF closed subset V of Y. 
 (1,2)∗-intuitionistic fuzzy g-continuous [11] if ݂ିଵ(ܸ) is (1,2)∗-IF g-closed in X for every ߪଵ,ଶ -IF closed 
subset V of Y. 
Definition 2.7: A map f: (X, 1,  2) → (Y,ߪଵ,  ଶ) is said to beߪ
 (1,2)∗-intuitionistic fuzzy irresolute [12] ((1,2)∗-IF irresolute) if ݂ିଵ(ܸ) is ߪଵ,ଶ-IFS closed in X for every ߪଵ,ଶ-
IFS closed subset V of Y. 
 (1,2)∗-intuitionistic fuzzy regular irresolute ((1,2)∗-IFR irresolute) if ݂ିଵ(ܸ) is  (1,2)∗-IFR closed in X for 
every (1,2)∗-IFR closed subset V of Y. 
 (1,2)∗-intuitionistic fuzzy g- irresolute [10] if ݂ିଵ(ܸ) is (1,2)∗-IFG closed in X for Every (1,2)∗-IFG closed 
subset V of Y. 
 
(૚, ૛)∗-̈ࢍ Intuitionistic Fuzzy Continuous Function 
Definition 3.1 
A function f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) is called an(1,2)∗-intuitionistic fuzzy ݃̈continuous((1,2)∗-IF݃̈ continuous, in short) 
if݂ିଵ(B) is an(1,2)∗-IF݃̈CS in (X,߬ଵ ,߬ଶ)for everyߪଵ,ଶ-IFCS B in (Y,ߪଵ,ߪଶ). 
Example 3.2: 
Let X = {a, b} and Y = {u, v}. Let ܪଵ= <x, (0.3,0.4), (0.6,0.5)>, ܪଶ = <x, (0.1,0.2),  
(0.6,0.7)> and ܪଷ = <y, (0.3,0.4), (0.6,0.5)>, ܪସ = <y, (0.2,0.1), (0.7,0.6)>. Then ߬ଵ= {0~, ܪଵ,1~}, ߬ଶ = {0~,ܪଶ,1~} and ߪଵ = 
 by f(a) = u, f(b) = v. Then for (ଶߪ,ଵߪ,Y)→are IFBTS on X and Y respectively. Define f: (X,߬ଵ,߬ଶ) {~ସ,1ܪ,~0} = ଶߪ,{~ଷ,1ܪ,~0}
is an (1,2)∗-IF݃̈CS in (X,߬ଵ (ܤ)ଵି݂ ,(ଶߪ,ଵߪ,Y) ଵ,ଶ-IFCS B = <y,(0.6,0.5), (0.3,0.4) > ofߪ ,߬ଶ). Therefore,f is an(1,2)∗-
IF݃̈continuous function. 
Example 3.3 
Let X = {a, b} and Y = {u, v}. Let ܪଵ= <x, (0.3,0.4), (0.6,0.5)>, ܪଶ = <x, (0.1,0.2), (0.6,0.7)> and ܪଷ = <y, (0.6,0.5), (0.3,0.4)>, ܪସ 
= <y, (0.5,0.5), (0.4,0.5)>. Then ߬ଵ= {0~, ܪଵ,1~},߬ଶ = {0~,ܪଶ,1~} and ߪଵ = {0~,ܪଷ,1~},ߪଶ = {0~,ܪସ,1~} are IFBTS on X and Y 
respectively. Define f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) by f(a) = u, f(b) = v. Then for ߪଵ,ଶ-IFCS B = <y, (0.3,0.4), (0.6,0.5)> of (Y,ߪଵ,ߪଶ), 
݂ିଵ(ܤ) is not an (1,2)∗-IFg̈CS in (X,߬ ଵ ,߬ଶ). Therefore,f is not an (1,2)∗-IF݃̈ continuous function. 
Theorem 3.4 
Every ߬ଵ,ଶ-IF continuous function is an (1,2)∗-IF݃̈ continuous function but not conversely. 
Proof: 
Let f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ  ଵ,ଶ-IFCS in Y. Since f is an ߬ଵ,ଶ-IF continuousߪ ଶ) be an ߬ଵ,ଶ-IF continuous function. Let B be anߪ,
function, f ିଵ(B) is an ߬ଵ,ଶ-IFCS in X. Since every ߬ଵ,ଶ-IFCS is an (1,2)∗-IF݃̈CS,f ିଵ(B) is an (1,2)∗-IF݃̈CS in X. Hence f is 
an (1,2)∗-IF݃̈ continuous function. 
Example 3.5 
Let X = {a, b} and Y = {u, v}. Let ܪଵ= <x, (0.5,0.5), (0.2,0.3)>, ܪଶ = <x, (0.4,0.5), (0.4,0.3)> andܪଷ = <y, (0.5,0.4), (0.3,0.2)>, ܪସ 
= <y, (0.5,0.6), (0.1,0.2)>. Then ߬ଵ= {0~,ܪଵ,1~}, ߬ଶ = {0~,ܪଶ,1~} and ߪଵ = {0~,ܪଷ,1~},ߪଶ = {0~,ܪସ,1~} are IFBTS on X and Y 
respectively. Define f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) by f(a) = u, f(b) = v. Then for ߪଵ,ଶ-IFCS B = <y, (0.1,0.2), (0.5,0.6)> of (Y,ߪଵ,ߪଶ), 
݂ିଵ(ܤ) is not an ߬ଵ,ଶ-IFCS in (X,߬ଵ ,߬ଶ). Therefore, f is not an (1,2)∗-IF continuous function but f is an(1,2)∗-IF݃̈ continuous 
function in (X,߬ଵ ,߬ଶ). 
Theorem 3.6 
Every (1,2)∗-IFR continuous function is an (1,2)∗-IF݃̈ continuous function but not  
conversely. 
Proof: 
Let f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ   ଶ) be an(1,2)∗-IFR continuous function. Let B be anߪ,
 is an (1,2)∗-IFRCS in X. Since every (1,2)∗-IFRCS is (ܤ)ଵ,ଶ-IFCS in Y. Since f is an (1,2)∗-IFR continuous function, ݂ିଵߪ
an (1,2)∗-IF݃̈CS,݂ିଵ(ܤ) is an (1,2)∗-IF݃̈CSin X. Hence f is an (1,2)∗-IF݃̈ continuous function.    
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Example 3.7 
Let X = {a, b} and Y = {u, v}. Let ܪଵ= <x, (0.6,0.7), (0.4,0.3)>, ܪଶ = <x, (0.5,0.6), (0.3,0.3)> and ܪଷ = <y, (0.7,0.8), (0.2,0.2)>, ܪସ 
= <y, (0.6,0.8), (0.2,0.1)>. Then ߬ଵ= {0~,ܪଵ,1~},߬ଶ = {0~,ܪଶ,1~} and ߪଵ = {0~,ܪଷ,1~},ߪଶ = {0~,ܪସ,1~} are IFBTS on X and Y 
respectively. Define f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) by f(a) = u, f(b) = v. Then for ߪଵ,ଶ-IFCB = <y, (0.2,0.1), (0.7,0.8)> of (Y,ߪଵ,ߪଶ), 
݂ିଵ(ܤ) is not an(1,2)∗-IFRCS in (X,߬ଵ ,߬ଶ). Therefore, f is not an(1,2)∗-IFR continuous function but f is an(1,2)∗-
IF݃̈continuous function in (X,߬ଵ ,߬ଶ). 
Theorem 3.8 
Every (1,2)∗-IF݃̈ continuous function is an (1,2)∗-IFG continuous function, but not conversely. 
Proof: 
Letf:(X,߬ଵ ,߬ଶ)→(Y,ߪଵ,ߪଶ) be an (1,2)∗-IF݃̈ continuous function. Let B be an ߪଵ,ଶ-IFCS in Y. Since f is an (1,2)∗-IF݃̈ 
continuous function, ݂ିଵ(ܤ) is an (1,2)∗-IF݃̈CS in X. Since every (1,2)∗-IF݃̈CSis an (1,2)∗-IFGCS, ݂ିଵ(ܤ) is an (1,2)∗-
IFGCS in X. Hence f is an (1,2)∗-IFG continuous function. 
Example 3.9 
Let X = {a, b} and Y = {u, v}. Let ܪଵ= <x, (0.5,0.3), (0.3,0.4)>, ܪଶ = <x, (0.6,0.4),  
(0.3,0.3)>and ܪଷ = <x, (0.8,0.8), (0.2,0.1)>, ܪସ = <y, (0.1,0.3), (0.8,0.7)>, ܪହ = <y, (0.1,0.2),  
(0.8,0.8)>. Then ߬ଵ= {0~,  are IFBTS on X and Y {~ହ,1ܪ,~0} = ଶߪ,{~ସ,1ܪ,~0} = ଵߪ and {~ଷ,1ܪ,~0} = ଶ,1~}, ߬ଶܪ,ଵܪ
respectively. Define f: (X,߬ଵ ,߬ଶ)→(Y,ߪଵ,ߪଶ) by f(a) = u,  
f(b) = v. Then for ߪଵ,ଶ-IFCS B = <y, (0.8,0.7), (0.1,0.3)> of (Y,ߪଵ,ߪଶ), ݂ିଵ(ܤ) is not an  
(1,2)∗-IF݃̈CSin(X,߬ଵ,߬ଶ). Therefore, f is not an (1,2)∗-IF݃̈continuous function. but f is  
an(1,2)∗-IFGcontinuous function in (X,߬ଵ ,߬ଶ). 
Theorem 3.10 
Every (1,2)∗-IF݃̈ continuous function is an (1,2)∗-IFRG continuous function, but not  
conversely. 
Proof: 
Letf:(X,߬ଵ ,߬ଶ)→(Y,ߪଵ,ߪଶ) be an (1,2)∗-IF݃̈ continuous function. Let B be an ߪଵ,ଶ-IFCS in Y. Since f is an (1,2)∗-IF݃̈ 
continuous function, ݂ିଵ(ܤ) is an (1,2)∗-IF݃̈CS in X. Since every (1,2)∗-IF݃̈CS is an (1,2)∗-IFRGCS, ݂ିଵ(ܤ) is an 
(1,2)∗-IFRGCS in X. Hence f is an  
(1,2)∗-IFRG continuous function. 
Example 3.11 
Let X = {a, b} and Y = {u, v}. Let ܪଵ= <x, (0.4,0.3), (0.3,0.4)>, ܪଶ = <x, (0.6,0.5),  
(0.3,0.3)> and ܪଷ = <x, (0.8,0.8), (0.2,0.1)>, ܪସ = <y, (0.1,0.3), (0.9,0.7)>, ܪହ = <y, (0.1,0.2),  
(0.9,0.8)>. Then ߬ଵ= {0~, ,ଶܪ,~ଵ,1~}, ߬ଶ = {0ܪ  are IFBTS on X and Y {~ହ,1ܪ,~0} = ଶߪ,{~ସ,1ܪ,~0} = ଵߪ ଷ,1~} andܪ
respectively. Define f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) by f(a) = u, f(b) = v. Then for ߪଵ,ଶ-IFCS B = <y, (0.9,0.7), (0.1,0.3)> of (Y,ߪଵ,ߪଶ), 
݂ିଵ(ܤ) is not an  
(1,2)∗-IF݃̈CS in(X,߬ଵ ,߬ଶ). Therefore, f is not an(1,2)∗-IF݃̈continuous function. but f is an(1,2)∗-IFRG continuous function in 
(X,߬ଵ ,߬ଶ). 
Theorem 3.12 
A function f:(X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) is an(1,2)∗-IF݃̈ continuous if and only if the inverse image of every (1,2)∗-IFOS in Y is 
an (1,2)∗-IF݃̈OS in X. 
Proof: 
Assuming that f is an (1,2)∗-IF݃̈ continuous, we prove the required condition on f. Let B be an (1,2)∗-IFOS in Y. this 
implies ܤ௖ is an (1,2)∗-IFCS in Y. since f is an (1,2)∗-IF݃̈ continuous, ݂ିଵ(ܤ௖) is an (1,2)∗-IF݃̈CS in X. ݂ିଵ(ܤ௖) =
(݂ିଵ(ܤ))c implies ݂ିଵ(ܤ) is an (1,2)∗-IF݃̈OS in X. Hence the inverse image of an (1,2)∗-IFOS in Y is an (1,2)∗-IF݃̈OS 
in X.  
Conversely, assuming the given condition on f, we prove that f is (1,2)∗-IF݃̈ continuous. Let B be an ߪଵ,ଶ-IFCS in Y. 
then ܤ௖ is an (1,2)∗-IFOS in Y. by assumption, ݂ିଵ(ܤ௖) is an (1,2)∗-IF݃̈OS in X. since ݂ିଵ(ܤ௖) = (݂ିଵ(ܤ))c, ݂ିଵ(ܣ) is 
an(1,2)∗-IF݃̈CS in X. Hence f is an (1,2)∗-IF݃̈ continuous. 
Remark 3.13 
The composition of two (1,2)∗-IF݃̈ continuous functions need not be an (1,2)∗-IF݃̈ continuous function. 
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Example 3.14 
Let X = {a, b}, Y = {c, d} and Z = {u, v} Let ܪଵ= <x, (0.3,0.4), (0.6,0.5)>,  
  ,<ସ = <z, (0.7,0.8), (0.3,0.2)ܪ ,<ଷ = <y, (0,0), (1,1)ܪ ଶ = <x, (0.4,0.4), (0.6,0.6)> andܪ
,~ହ = <z, (0.7,0.6), (0.3,0.3)> Then ߬ଵ= {0ܪ   ,{~ଷ,1ܪ,~0} = ଵߪ and {~ଶ,1ܪ,~0} = ଵ,1~},߬ଶܪ
are IFBTS on X, Y and Z respectively. Define f: (X,߬ଵ{~ହ,1ܪ,~0} = ଶߜ ,{~ସ, 1ܪ ,~0} =ଵߜ ଶ = {0~,1~} andߪ ,߬ଶ)→(Y,ߪଵ,ߪଶ) by 
f(a) = c, f(b) = d and define g:(Y,ߪଵ   by (ଶߜ,ଵߜ,Z)→(ଶߪ,
g(c) = u, g(d) = v. Then f and g are (1,2)∗-IF݃̈continuous functions. consideran IFS B = <z, (0.3,0.2), (0.7,0.8)>.Then B is an 
݃) But .(ଶߜ,ଵߜ,Z) ଵ,ଶ-IFCS inߜ ∘ ݂)ିଵ(ܤ) is not an  
(1,2)∗-IF݃̈CS in(X,߬ଵ ,߬ଶ). Hence the composition of two (1,2)∗-IF݃̈ continuous functions need not be an (1,2)∗-IF݃̈continuous 
function. 
 
(૚, ૛)∗-̈ࢍ Intuitionistic Fuzzy Irresolute Function 
Definition 4.1   
A function f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) is called an (1,2)∗-intuitionistic fuzzy ݃̈irresolute ((1,2)∗-IF݃̈irresolute, in short) if ݂ିଵ(B) 
is an (1,2)∗-IF݃̈CS in (X,߬ ଵ,߬ଶ) for every (1,2)∗-IF݃̈CS B in (Y,ߪଵ,ߪଶ). 
Example 4.2 
Let X = {a, b} and Y = {u, v}. Let ܪଵ= <x, (0.4,0.6), (0.5,0.3)>, ܪଶ = <x, (0.5,0.5), (0.4,0.4)> and ܪଷ = <y, (0.5,0.6), (0.4,0.3)>, ܪସ 
= <y, (0.6,0.7), (0.3,0.2)> and ߬ଵ  are IFBTS on X and Y {~ସ,1ܪ,~0 } = ଶߪ,{~ଷ,1ܪ,~0} = ଵߪ and {~ଶ,1ܪ ,~0} = ଶ߬ ,{~ଵ,1ܪ ,~0} = 
respectively. Definef: (X,߬ଵ ,߬ଶ)→(Y,ߪଵ,ߪଶ) by f(a) = u, f(b) = v. Then f is not an (1,2)∗-IF݃̈irresolute function. 
Theorem 4.3 
Let f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ  .ଶ) be an(1,2)∗-IF݃̈irresolute. Then f is an(1,2)∗-IF݃̈ continuous function but not converselyߪ,
Proof:  
Let f be an (1,2)∗-IF݃̈ irresolute function. Let B be any ߪଵ,ଶ-IFCS in Y. Since every ߪଵ,ଶ-IFCS is a (1,2)∗-IF݃̈CS and B is 
an (1,2)∗-IF݃̈CS in Y. By hypothesis, ݂ିଵ(B) is an(1,2)∗-IF݃̈CSin X. Hence f is an(1,2)∗-IF݃̈ continuous function. 
Example 4.4 
Let X = {a, b} and Y = {u, v}. Let ܪଵ= <x, (0.2,0.4), (0.8,0.6)>, ܪଶ = <x, (0.3,0.4), (0.7,0.6)> and ܪଷ = <y, (0.7,0.6), (0.3,0.4)>. 
Then ߬ଵ= {0~,  are IFBTS on X and Y respectively. Define {~ଷ,1ܪ,~0} = ଶߪ,ଵ = {0~, 1~}ߪ and {~ଶ,1ܪ,~0} = ଵ,1~}, ߬ଶܪ
f:(X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) by f(a) = 1-u, f(b) = 1-v. Then f is an (1,2)∗-IF݃̈ continuous function. But f is not an (1,2)∗-
IF݃̈irresolute function. We have the B = <y, (0.2,0.3), (0.8,0.7)> is an (1,2)∗-IF݃̈CS in (Y,ߪଵ,ߪଶ), but ݂ିଵ(ܤ) = <x, (0.8,0.7), 
(0.2,0.3)>is not an (1,2)∗-IF݃̈CS in (X,߬ ଵ ,߬ଶ). Hence f is an (1,2)∗-IF݃̈ continuous function but f is not an(1,2)∗-IF݃̈ 
irresolute function. 
Theorem 4.5 
Letf: (X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) and g: (Y,ߪଵ,ߪଶ)→(Z,ߜଵ,ߜଶ) be an (1,2)∗-IF݃̈irresolute function.Then ݃ ∘ ݂ : (X,߬ଵ ,߬ଶ)→(Z,ߜଵ,ߜଶ) is 
an(1,2)∗-IF݃̈ irresolute function. 
Proof: 
Let B be an (1,2)∗-IF݃̈CS in Z. then ݃ିଵ(ܤ) is an (1,2)∗-IF݃̈CS in Y. Since f is an  
(1,2)∗-IF݃̈ irresolute function, ݂ିଵ(݃ିଵ(ܤ)) is an (1,2)∗-IF݃̈CS in X. Hence ݃ ∘ ݂is an  
(1,2)∗-IF݃̈ irresolute function. 
Theorem 4.6 
Let f: (X,߬ଵ,߬ଶ)→(Y,ߪଵ,ߪଶ) be an(1,2)∗-IF݃̈irresolute function andg: (Y,ߪଵ,ߪଶ)→(Z,ߜଵ,ߜଶ) be an(1,2)∗-IF݃̈continuous function. 
Then݃ ∘ ݂: (X,߬ଵ ,߬ଶ)→(Z,ߜଵ,ߜଶ) is an (1,2)∗-IF݃̈continuous function. 
Proof: 
Let B be an ߜଵ,ଶ-IFCS in Z. Since g is an (1,2)∗-IF݃̈continuous function,݃ ିଵ(ܤ)is an(1,2)∗-IF݃̈CS in Y. Since f is an (1,2)∗-
IF݃̈irresolute function,݂ିଵ(݃ିଵ(ܤ)) is an (1,2)∗-IF݃̈CS in X. Hence ݃ ∘ ݂is an(1,2)∗-IF݃̈ continuous function. 
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The current paper analyses a multi stage flow shop scheduling in order to diminish the complete 
awaiting duration of all the tasks. The heuristic algorithm has been developed to reduce the complete 
awaiting duration of all the tasks on m stations. A numerical example is illustrated in support of 
algorithm to build a profitable platform for the industrialists. 
 
Keywords: Awaiting duration of tasks, flow shop scheduling, processing time. 
 
INTRODUCTION 
 
In day-to-day life, doing any work without managing time is totally wastage of money and time. Proceeding any 
establishment of system, scheduling of jobs or tasks are very fruitful concept from last decades, in which arranging 
the number of jobs in a particular order which not only saves the time but also increases efficiency and effectivity of 
the system by reducing manufacturing costs. Optimization of flow shop scheduling problem in production, 
manufacturing, establishment, management, computer science etc. is widespread in society for economical purpose 
as it is very important. Scheduling models work with the resolution to find the most beneficial sequence of tasks to 
reduce the complete period of doing all the tasks or to optimize some other measure of performance. Johnson S.M. 
(1954) was the god father of flow shop scheduling problem who gave the algorithm to diminish the duration of work 
where all tasks are completed on two stations flow shop. Ignall and Schrage (1965) analyzed permutation flow shop 
problem to decrease the makespan by branch and bound method. Smith and Dudek (1967) developed the structural 
model for the reduction of complete duration of work for all tasks on multi stations. Maggu P.L. and Dass G. (1977) 
became famous by giving the tremendous concept of job block for equivalent jobs in flow shop scheduling problems. 
Yoshida and Hitomi (1979), studied those scheduling problem which have setup time with processing time to 
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minimize duration of all tasks on two stations. The work on the job block conception was carried by Maggu P.L., G. 
Dass & Kumar R. (1981),Singh T.P.(1985) by evolving various parameters. Adiri, Bruno, et al. (1989) worked on 
method of breakdown for individual station. Rajendran(1992) proposed the branch and bound belief with bicriteria 
for two stage scheduling problem. Narain L. (2003) devised a model to reduce rental price of all the stations for all 
tasks working on multi stations. Heydari(2003) attempted to study different optimal problem where p number of 
tasks are executed on two separate job blocks, one in fixed order and another in arbitrary order, in a string.  
 
Gupta and Singh (2005) manifested open shop scheduling for two stations where processing time connected to 
respective probabilities which includes job block concept. Singh and Gupta (2006), Singla P. et al. (2011),Singh Vijay 
(2011),Sharma S. and Gupta D.(2011), Shashi B. et al. (2012) studied the scheduling problem to reduce hiring cost 
using various parameters. Aggarwal S. et al. (2012) put the efforts to study structural model for n tasks on three 
station to diminish complete duration including strand of separate job-blocks. Sharma S., Gupta D. and Aggarwal S. 
(2013) developed the method for two stage scheduling including setup time, transportation time and job block to 
minimize the makespan in Fuzzy environment. Gupta D., Shashi B., Singla P., Sharma S. (2015) investigated the 
process for three stage scheduling problem for the reduction of hiring cost with various parameters. Then, the 
production finds some problem that they are getting loss as time is very crucial, and they wanted to deliver the 
service in short span. Based on the concept, Goyal B. and Gupta D. (2016),(2017),(2018) constructed the structural 
model for the reduction of complete awaiting duration of tasks using various parameters for two stage 
scheduling problems. Gupta D., Singla P. and Singh S. (2020) gave technique to solve the problem of all the tasks 
working on three station whose executing time is associated with probabilities to decrease awaiting 
duration of tasks. Goyal B. & Kaur S. (2021),(2022) solved fuzzy scheduling for two stage under undetermined 
environment. For benefit of huge manufacturing units and production, the absolute paper is an extension to diminish 
the complete awaiting duration of n tasks on m stations. 
 

PRACTICAL SITUATION  
Textile industry in India is one of the largest resources contributing to the economy. The growth of this industry in 
India cannot be ignored as it is climbing the heights of international platforms day by day. As a fashion evolves, we 
need more production of garments. Let us assume, in a garment industry, there are five stations, a cutting machine, 
dying machine, stitching machine, pressing machine and packing machine. Suppose, different sizes of shirts are to be 
processed on these machines and we want to diminish the complete awaiting duration of all jobs or tasks on all 
machines in order to fasten the production so that orders may be completed on or before due date. 
 

NOTATIONS 
hk : Optimal sequence for the problem 
Ui1 : Processing time of n tasks on first station 
Ui2 : Processing time of n tasks on second station 
Uim : Processing time of n tasks on last station 
Qi : Processing time of n tasks on fictitious station Q 
Ri : Processing time of n tasks on fictitious station R 
Tw : Total awaiting duration of all the tasks 
 
PROBLEM FORMULATION 
Suppose n tasks be processed on m stationsU1,U2,U3…,Um in the order U1→U2→U3→….Um. Let Ui1,Ui2, ...,Uim be the 
processing time of ith task on stationU1,U2, U3… ,Um respectively . The target of this model is to acquire an optimal 
sequence of tasks to diminish the complete awaiting duration of all the n tasks on m stations. 
 
ASSUMPTIONS 

1. The n tasks are executing on m stations. 
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2. Tasks are independent of each other.  
3. The arrangement of operations in a sequence working on all stations are same. 
4. No task can switch from one station to another in between without completion of the operation. 

 
ALGORITHM 
Step1: Examine the structural relationship: 
either min Uis ≥ max U (s+1) ,where(s=1,2..., m-2)  
or min Ui(s+1)  ≥ max Uis, where (s= 2, 3, ....m-1) 
If any of these two conditions or both are satisfied then move to step 2. 
 
Step 2: Set up two fictitious stations Q and R with processing times Qi and Ri  as follows:  
Qi = Ui1 + Ui2..... + Ui(m-1) 
Ri = Ui2 + Ui3 +.....+Uim 
Thus, problem reduces to two stage flow shop scheduling model as follows in table 2. 
 
Step 3: Check structural condition: 
max Qi  ≤ min Ri 

If condition is satisfied then move to step 4. 
 
Step 4: Calculate ji=Ri-Qi and Fie = ( n-e) ji for e=1,2,3 up to (n-1)  as per the corresponding table: 
 
Step 5: Line up the tasks in ascending order of   ji. 
Let the sequence thus formed be <b1, b2, b3 ......bn  > 
 
Step 6: Find min {Qi}. 
If min {Qi} = Qb1 then the sequence attained in step 5 is required sequence. Otherwise, 
if min {Qi} ≠  Qb1  then move to step 7. 
 
Step 7: Calculate complete waiting time Tw= n Qji + ∑ ௡ିଵܨ

௘ୀଵ ie- ∑ ܳ௡
௜ୀଵ i for the following n sequences 

 
h1 = <b1, b2, b3 ...... bn-1, bn> 
h2 = <b2, b1, b3 ...... bn-1, bn> 
h3 = <b3, b1, b2 ...... bn-1, bn> 
. 
. 
. 
hk-1 = <bn-1, b1, b2...... bn-2, bn> 
hk= <bn, b1, b2 ...... bn-2, bn-1> 
 
Step 8: Find minimum of Tw for all the sequences in step 7 
The sequence with least complete awaiting duration is the required sequence. 
 
NUMERICAL ILLUSTRATION  
Consider five tasks processing on five stations named as Ai, Bi, Ci, Di and Ei , shown in table 4. 
The target of this model is to acquire an optimal sequence of tasks to diminish the complete awaiting duration of all 
the tasks on these five stations. 
Solution: 
 
Step1: Check the structural relationship: 
Min Ai  ≥ max Bi 
11        =       11 
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 and  Min Bi  ≥ max Ci 
7      =      7 
and  Min Ci  ≥ max Di 
 5      =       5 
Thus, structural relation exists. 
 
Step2: Then convert 5 machines into two fictitious stations Q and R with processing times Qi and Riin table 5 as:  
Qi  = Ai + Bi + Ci + Di 
Ri= Bi + Ci + Di + Ei 
 
Step 3: Check structural condition 
max Qi ≤ min Ri= 38 
 
Step 4: Calculate ji=Ri-Qi and Fie = ( n-e) jifor e=1,2,3,4 as per the corresponding table 6. 
 
Step 5: Line up the tasks in ascending order of ji. 
Let the sequence thus formed be <3,5,2,1,4> 
 
Step 6: Find min {Qi}, and check which case does it holds. 
Min {Qi}= 30 and Q3 = 37, which is not equal.  
Then move to step 7. 
 
Step 7: Calculate complete awaiting duration Tw = n Qbi + ∑ ௡ିଵܨ

௘ୀଵ ie- ∑ ܳ௡
௜ୀଵ i for the following n sequences    

<3,5,2,1,4><5,3,2,1,4><2,3,5,1,4><1,3,5,2,4><4,3,5,2,1> 
 For sequence<3,5,2,1,4> 

b1 = 3, b2 = 5, b3 = 2, b4 = 1, b5 = 4 
  Therefore, complete awaiting duration Tw = 5×37+4+9+8+5-178 =185+26-178=211-178=33 

 For sequence<5,3,2,1,4> 

b1 = 5, b2 = 3, b3 = 2, b4 = 1, b5 = 4 
     Therefore, complete awaiting duration Tw= 5×38+12+3+8+5-178=190+28-178=218-178=40 

 For sequence <2,3,5,1,4> 

b1 = 2, b2 = 3, b3 = 5, b4 = 1, b5 = 4 
Therefore, complete awaiting duration Tw = 5×35+16+3+6+5-178 =175+30-178=205-178=27 

 For sequence<1,3,5,2,4> 

b1 = 1, b2 = 3, b3 = 5, b4 = 2, b5 = 4 
Therefore, complete awaiting duration Tw = 5×38+20+3+6+4-178=190+33-178=223-178=45 

 For sequence<4,3,5,2,1> 
 
b1 = 4, b2 = 3, b3 = 5, b4 = 2, b5 = 1 
Therefore, complete awaiting duration Tw = 5×30+40+3+6+4-178 =150+53-178=203-178=25 
 
Step 8:Find minimum of Tw for all the sequences in step 7. 
Hence, the sequence <4,3,5,2,1> is the required sequence with least complete awaiting duration. 
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CONCLUSION 
The algorithm is designed to reduce the total waiting time spent on m machines for all the tasks. Reducing the 
waiting time is a cost-effective solution in cases where the factory or the industry management has a short-term 
contract with the commercial company to carry out their tasks on time. 
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Table 1 
Task StationU1 StationU2 StationU3 …. …. StationUm 

i Ui1 Ui2 Ui3 …. .… Uim 

1 U11 U12 U13 .… …. U1m 

2 U21 U22 U23 .… .… U2m 
3 U31 U32 U33 .… .… U3m 

.… . … .… .… .… .… .… 

.… .… .… .… .… .… .… 
…. .… .… .… .… .… .… 
n Un1 Un2 Un3 .… .… Unm 

 
Table 2 
Task Station Q Station R 

i Qi Ri 
1 Q1 R1 
2 Q2 R2 
3 Q3 R3 
… … … 
n Qn Rn 

 
Table 3 
Task Station Q Station R  Fie = ( n-e) ji 

i Qi Ri ji=Ri-Qi e=1 e=2 e=3 … e=( n-1 ) 
1 Q1 R1 j1 F11 F12 F13 … F1(n-1) 
2 Q2 R2 j2 F21 F22 F23 … F2(n-1) 
3 Q3 R3 j3 F31 F32 F33 … F3(n-1) 
… … … … … … … … … 
n Qn Rn jn Fn1 Fn2 Fn3 … Fn(n-1) 
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Table 4 
Task Station A StationB StationC StationD StationE 

I Ai Bi Ci Di Ei 

1 20 8 6 4 25 
2 15 11 7 2 19 
3 21 7 5 4 22 
4 11 10 6 3 21 
5 17 9 7 5 20 

 
Table 5 
Task StationQ StationR 

i Qi Ri 
1 38 43 
2 35 39 
3 37 38 
4 30 40 
5 38 41 

 
Table 6 
Task Station Q Station R  Fie = ( n-e) ji 

i Qi Ri ji=Ri-Qi e=1 e=2 e=3 e=4 
1 38 43 5 20 15 10 5 
2 35 39 4 16 12 8 4 
3 37 38 1 4 3 2 1 
4 30 40 10 40 30 20 10 
5 38 41 3 12 9 6 3 
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Adder and multiplier form the core part of VLSI signal and image processing applications. Metric 
evaluation of these adders helps in the identification of suitable energy-efficientadders for a targeted 
application. The proposed work focuses on the analysis of various approximate full adders with minimal 
error values. Various performance metrics such as mean errorand error distance are calculated to analyze 
its reliability. Further, these adders with minimal error are applied to the Dadda multiplier in the partial 
product reduction stage and its metrics are also evaluated. For efficient multiplier implementation, these 
4:2 compressors are also designed using approximate full adders. The adders and multipliers are 
designed using Verilog HDL and synthesized using Xilinx ISE. The results show that approximate adders 
and multipliers produce better results in terms of area, power, and delay compared to exact adders and 
multipliers. 
 
Keywords: Approximate Adders, Dadda Multiplier, Low Power VLSI, Error analysis  
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INTRODUCTION 
 
Approximate computing is one of the recent trends for optimizing energy consumption for various data handling 
and high memory usage-related applications. The applications such as machine learning accelerators, signal & image 
processing, multimedia, and data processing fall under this category [1] - [3].  The other prime area of research 
related to these applications is utilizing the feature of its error-tolerant property. This approximation in VLSI-based 
architecture results in meeting the real-time demand of increasing battery life and various other high throughput 
requirements. Approximation can be done at various levels like approximating in arithmetic operations and also by 
using voltage-frequency scaling [4]-[6]. Approximation in arithmetic blocks is commonly used in various 
applications compared to voltage and frequency scaling designs which mostly operate with physical constraints. The 
adder and multiplier form the vital part occupying more than 60-70% of various signal, image, and machine learning 
applications [7]-[8]. So, approximation in this area will drastically reduce the energy consumption. In the literature, 
various methods are performed for approximation and are also suitably used in error-resilient applications. Some of 
the higher-order multipliers also used higher-order compressors with and without approximation for partial product 
minimization [9]-[11]. Some methods also include some error compensation circuits for making the result as close to 
the actual circuit. Hybrid models for adders are introduced in previous work for achieving power-delay-area trade-
offs. Block-based and least significant truncation is also selected for application considering the parameter to be 
optimized [12] - [14]. An approximate multiplier is a type of digital circuit that performs multiplication operations 
but with a reduced level of precision compared to a full-precision multiplier. It is typically used in applications 
where the accuracy requirements are not as strict, but the speed and power consumption are critical factors. There 
are several ways to implement an approximate multiplier, but one common approach is to use a tree multiplication 
algorithm, which reduces the number of partial products used in the multiplication process.  
 
Approximate multipliers can reduce the area and complexity of the overall system, which can lower the cost of the 
hardware implementation whereas normal multiplication is a mathematical operation that calculates the product of 
two numbers. To perform multiplication, you align the rightmost digits of the two numbers and multiply them 
together, then move one digit to the left and repeat until all digits have been multiplied. The final result is obtained 
by adding all the partial products obtained in the previous steps. Compressor methods are techniques used to reduce 
the number of partial products generated during the multiplication process. These methods are used to optimize the 
efficiency and speed of the multiplication operation, particularly in high-performance computing applications. 
Dadda tree algorithms are examples of parallel prefix adder circuits, which are widely used in digital signal 
processing and other high-performance computing applications to perform efficient and fast arithmetic operations. 
The remainder of this paper is structured as follows. Brief surveys of various existing methods are analyzed in 
Section II. Section III describes various approximate full adders with minimal error and its truth table value is 
tabulated. Section IV deals with approximate Dadda multiplier designed using various approximate full adders and 
approximate compressors. The simulation results along with error metric calculations are performed and various 
parameters like area, power, and delay analysis of multipliers are compared in section V. Section VI concludes the 
work. 
 
DADDA MULTIPLIER 
The Dadda multiplier algorithm can be broken down into three main steps: 
1. Partial Product Generation: This step involves generating a set of partial products by shifting one binary number 

and multiplying it with the corresponding bits of the other binary number. The partial products are generated 
using a set of multi-level partial product generators that operate in a tree-like structure. The first level of the 
generator generates the standard partial products, while the subsequent levels generate partial products by 
adding together the partial products from the previous level. 

2. Partial Product Reduction: In this step, the partial products generated in step 1 are reduced using a set of 
reduction circuits. The reduction circuits add together multiple partial products to form a smaller set of partial 
products. The reduction process is repeated until only a small set of partial products remains. 
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3. Final Addition: The final step involves adding together the partial products generated in step 2 using a binary 
adder. The binary adder produces the final result of the multiplication operation. 

Approximation in arithmetic blocks is commonly used in various applications compared to voltage and frequency 
scaling design which mostly operates with physical constraints. The adder and multiplier form the vital part 
occupying more than 60-70% of various signal, image, and machine learning applications. So, approximation in this 
area will drastically reduce the energy consumption. In the literature, various methods are performed for 
approximation and are also suitably used in error-resilient applications. Some of the higher-order multipliers also 
used higher-order compressors with and without approximation for partial product minimization [2]. Some methods 
also include some error compensation circuits for making the result as close to the actual circuit. Hybrid models for 
adders are introduced in previous work for achieving power-delay-area trade-offs. Block-based and least significant 
truncation is also selected for application considering the parameter to be optimized. The Dadda multiplier uses a 
series of multi-level partial product generators that generate the partial products in a tree-like structure. The first 
level generates the partial products using the standard multiplication technique, while the subsequent levels 
generate partial products by adding together the partial products from the previous level. It has been widely used in 
digital circuit design, especially in the design of high-speed arithmetic circuits such as digital signal processors and 
microprocessors. 
 
APPROXIMATE ADDERS 
An approximate adder is a type of digital circuit that is designed to perform addition operations with a lower 
accuracy than a conventional (exact) adder. Approximate adders are used in applications where high accuracy is not 
required, but power consumption and/or area are critical design parameters. Some examples of such applications 
include image processing, audio and video signal processing, and machine learning. The design of an approximate 
adder involves trading off accuracy for power consumption and/or area. One way to do this is by reducing the 
number of gates in the adder circuit or by simplifying the logic of the adder. This can be achieved by using 
approximate logic gates such as threshold logic gates or probabilistic logic gates. Another way to reduce power 
consumption by using lower-precision arithmetic units, such as truncated or rounded arithmetic units. Table I and II 
shows the truth table of the exact full adder and eight different approximate full adders. X, Y, and Zin are the input 
of the full adder with Sum and Carry its corresponding output. The x indicated in red color denotes the error in the 
truth table due to approximation. 
 
Approximate adder 1 (FA1) 
The logic equations of approximate full adder(FA1) are given in Eqs. (1) and (2). The carry is directly taken from X 
input and the sum uses one AND gate, inverter, and an OR gate. This low complexity design produceserrors for 
binary inputs three and four. 
Sum=(X’+YZin) (1)      
Carry=X(2) 
 
Approximate adder 2 (FA2) 
The logic equations of the approximate full adder(FA2) are given in Eqs. (3) and (4). As per Table I the carry is error-
free as it uses the exact expression as that of the original full adder. The sum produces 2 errors for the binary inputs 3 
and 4. 
Sum=(X’(Y+Zin) +YZin)(3) 
Carry=XY+YZin+XZin(4) 
 
Approximate adder 3 (FA3) 
The logic equations of approximate full adder (FA3) are given in Eqs. (5) and (6). It also uses exact carry similar to 
approximate adder FA2. The sum equation is optimized compared to FA2 and it results in an overall error of 3. 
Sum=(X’+Y) Zin (5) 
Carry=XY+YZin+XZin(6) 
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Approximate adder 4 (FA4) 
The logic equations of approximate full adder (FA4) are given in Eqs. (7) and (8). The carry is error-free as shown in 
eq.8 and the sum produces the error for input 0. The overall error for this expression is 1. This approximate adder 
has minimal error compared to other approximation adders with minimal area overhead. 
Sum=X’Y’+Y’Zin+XYZin+X’YZ’in(7) 
Carry=XY+YZin+XZin (8) 
 
Approximate adder 5 (FA5) 
The logic equations of approximate full adder (FA5) are given in Eqs. (9) and (10). This method also uses exact carry 
without error and the sum expression results in an overall error of 2. This design also uses a minimal gate for 
calculating the sum. 
Sum=X’+YZin(9)  
Carry=XY+YZin+XZin(10)  
 
Approximate adder 6 (FA6) 
The logic equations of approximate full adder (FA6) are given inEqs. (11) and (12). The carry is error-free and the 
sum produces only one overall error resulting in minimum error similar to approximate adder FA4.  
Sum=X’(Y’+Z’in) +X’+YZin (11) 
 Carry=XY+YZin+XZin(12) 
 
Approximate adder 7 (FA7)  
The logic expressions of the approximate full adder (FA7) are given in Eqs. (13) and (14). It is slightly modified from 
the approximate adder FA6. It also uses exact carry along with sum with a minimum of 1 error resulting in an overall 
error of 1. 
Sum=XY+YZ’in+X’Y’Zin+XY’Z’in(13) 
Carry=XY+YZin+XZin(14) 
 
Proposed Approximate Full Adder (PAFA) 
The logic expressions of the proposed approximate full adder (PAFA) are given in Eqs. (15) and (16). This 
approximate adder uses exact carry and uses the same carry expression to produce a sum. The sum generation uses a 
minimal area with one inverter and OR gate producing overall 3 errors. 
Sum=~ (Carry|X) (15) 
Carry=XY+YZin+XZin(16) 

           
APPROXIMATE MULTIPLIERS 
The proposed approximate adders as tabulated in Table I and II results are used for designing the approximate 
multipliers. Various adders are selected with different error values for analyzing the performance of the multiplier. 
Multiplier occupies more area and power compared to the adder, thus optimizing the multiplier with minimal area 
approximate adder results in an overall reduction of area when used in real-time applications. There are various 
types of multipliers available such as array multiplier, Wallace tree multiplier, booth multiplier, baugh-wooley 
multiplier, and various other bypassing multipliers. Wallace tree is commonly used for reducing the partial product 
using a tree structure. The disadvantage of Wallace is that it has an uneven tree structure resulting in an increase in 
propagation delay. In this work Dadda multiplier architecture is considered which is similar to Wallace but with 
even architecture with a decrease in critical path delay. Fig. 1 shows the multiplication process of the Dadda 
multiplier. The approximate multiplier was designed using five different adders with different error probabilities. 
The approximate adders FA1, FA5, FA6, FA7, and FA8 are considered for designing a multiplier. The approximation 
is mostly defined asthe least significant position as the error in the most significant part will degrade the application 
quality. Along with these 5 types of approximate multiplication, the 6 type of multiplication is designed using 4:2 
compressors. The 4:2 compressors are a cascaded combination of 2 full adders. The approximate full adder for the 
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compressor is selected based on application requirements. Fig.2 shows the partial product generation and reduction 
of the Dadda multiplier using 4:2 compressors. In the total 16 columns of partial product first 8 columns from the 
LSP use approximate adders and compressors. 
 
RESULTS AND DISCUSSIONS 
 
The approximate adder and multiplier are designed using Verilog HDL and synthesized in Xilinx ISE. The RTL 
simulation for functional verification is performed using Modelsim software. Fig. 3 shows the simulation result of 
the approximate Dadda multiplier using the proposed approximate full adder (PAFA). X and Y are the input 
operands and PRODUCT is the multiplier output. Fig. 4 shows the simulation result of the approximate multiplier 
MA-C using approximate adders and 4:2 inaccurate compressors. Table III presents the comparison table of various 
multipliers named MA1, MA2, MA3, MA4, and MA5 which is constructed based on approximate adders FA1, FA5, 
FA6, FA7, and FA8, respectively. The multiplier MA-C is designed using approximate compressors. The area 
utilization summary is analyzed by using the total gate count occupied. The table also shows the power and delay 
values obtained for different multipliers. For the multiplier constructed using only full adders MA1 results in very 
low area and power. The multiplier MA-C designed using compressors out performs the result of the other 
multipliers in terms of area and power consumption. Table IV and V shows the comparison result obtained for 
various adder and multipliers in terms of accuracy and reliability. Error rate, Mean, and Normalized error distance 
for 8 types of adders and 6 types are multipliers are compared. This gives the view on choosing the type of adder 
and multiplier for specific applications. This paper analyzed eight types of approximate adders (FA1-FA8) and 6 
types of approximate multipliers (MA1-MA5, MA-C). The proposed method is evaluated for its accuracy through its 
metric analysis which helps in selecting the required blocks for error-tolerant applications. The proposed multiplier 
based on approximate compressors occupies a very low area and consumes minimum power compared to other 
existing multipliers. The results show that approximate adders and multipliers produce better results in terms of 
area, power, and delay compared to exact adders and multipliers. In the future, these adders and multipliers can be 
applied to image processing applications for real-time analysis. Higher-order approximate compressors such as 5:2 
and 6:3 can also be an area of research in the future. 
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Table I Truth Table for exact full adder and approximate adders (FA1-FA3) 

Input Output 
 FA FA1 FA2 FA3 

X Y Zin Sum Carry Sum Carry Sum Carry Sum Carry 
0 0 0 0 0 1x 0 0 0 0 0 
0 0 1 1 0 1 0 1 0 1 0 
0 1 0 1 0 1 0 1 0 0x 0 
0 1 1 0 1 1x 0x 1x 1 1x 1 
1 0 0 1 0 0x 1x 0x 0 0x 0 
1 0 1 0 1 0 1 0 1 0 1 
1 1 0 0 1 0 1 0 1 0 1 
1 1 1 1 1 1 1 1 1 1 1 

 
Table II Truth Table for exact full adder and approximate adders (FA4-FA8) 

Output 
FA4 FA5 FA6 FA7 PAFA 

Sum Carry Sum Carry Sum Carry Sum Carry Sum Carry 
1x 0 1x 0 1x 0 0 0 1x 0 
1 0 1 0 1 0 1 0 1 0 
1 0 1 0 1 0 1 0 1 0 
0 1 1x 1 0 1 0 1 0 1 
1 0 0x 0 1 0 1 0 0x 0 
0 1 0 1 0 1 0 1 0 1 
0 1 0 1 0 1 1x 1 0 1 
1 1 1 1 1 1 1 1 0x 1 
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Table III Comparison of area, power, and delay of different multipliers 
Multiplier Types Area(Gate count) Power(mW) Delay(ns) 

MA1 777 151 23.950 
MA2 927 167.18 24.526 
MA3 918 175.67 23.929 
MA4 929 169.50 24.197 
MA5 915 145.94 26.766 

MA-C 762 116.67 32.596 
 
Table IV Comparison of the accuracy and metrics for approximate adders. 

Existing and Proposed designs 
 

ED 
 

ER 
 

PR 
 

MED 
 

NED 
FA1 5 0.625 0.375 0.48 0.06 
FA2 2 0.25 0.75 0.24 0.03 
FA3 3 0.375 0.625 0.36 0.045 
FA4 1 0.125 0.875 0.09 0.011 
FA5 3 0.375 0.625 0.36 0.045 
FA6 2 0.25 0.75 0.24 0.03 
FA7 1 0.125 0.875 0.09 0.011 

PAFA 3 0.375 0.625 0.36 0.045 
 
Table V Comparison of the accuracy and metrics for approximate multipliers. 

Existing and Proposed designs  
ED 

 
ER 

 
PR 

 
MED 

 
NED 

MA1 98 4.56 46 5.18 0.754 
MA2 87 3.78 54 4.74 0.604 
MA3 62 2.521 42 3.97 0.432 
MA4 41 1.793 39 2.46 0.213 
MA5 87 3.78 54 4.74 0.604 

MA-C 91 4.12 50 4.92 0.675 
 

  
Fig. 1 Multiplication process of Dadda Multiplier Fig.2 Dadda multiplier design using compressors. 
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Fig. 3 Simulation result of multiplier using proposed 
approximate full adder (PAFA) 

Fig. 4 Simulation result of multiplier using 
approximate adders and compressors 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Yogeswari et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73582 
 

   
 
 

 

The Impact of Smartphone use on Social Relationships among Young 
People 
 
Bijoy Das1 , Anupam Chanda2  and Rituparna Roy3* 
 

1Assistant Professor, Department of Humanities and Social Sciences, Assam down town University, 
Guwahati, Assam, India. 
2Librarian, Bahona College, (Affiliated to Dibrugarh University) Assam, India. 
3Assistant Professor, Commerce and Management, Assam down town University, Guwahati, Assam, 
India. 
 
Received: 30 Dec 2023                             Revised: 09 Jan 2024                                   Accepted: 27 Mar 2024 
 
*Address for Correspondence 
Rituparna Roy 
Assistant Professor,  
Commerce and Management, 
Assam down town University,  
Guwahati, Assam, India. 
Email: rituparna90@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Apart from making and receiving calls, the mobile phone is being used in a variety of ways. As a result of 
the widespread use of mobile phone technology, particularly the smartphone and the internet, today's 
youth are less interested in face-to-face communication with their family and friends. Mobile phone use 
is no longer just a fad, but a game-changing strategy for accessible communication and corporate growth. 
It is assisting a million people in various ways. For youth or the younger generation, a mobile phone is 
necessary. The smartphone, in particular, is capturing the youth's attention to current application 
developments on their phones. The family, we feel, is the most important institution for our socialisation 
and growth. However, having access to mobile phones, particularly smartphones, is harming our day-to-
day interactions by creating social distance between us. The current study has shed light on a few key 
features of smartphone use and how it affects social interaction and relationships among young people. 
Physical engagement is dwindling as the majority of respondents prefer to interact through social media. 
Furthermore, the study discovered that people who work outside the home make the most phone calls to 
communicate with their parents, as well as video calls. 
 
Keywords: Smartphone; Social relationship; Youth; Physical interaction.  
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INTRODUCTION 
 
People can now live better lives thanks to technological advancements. The disadvantage is that those who use high-
end mobile phones with infinite applications feel important and never feel inferior in society. However, we cannot 
ignore the good effects of increased mobile phone use and availability due to social networking. The cell phone, we 
feel, improves access to straightforward information from a variety of reliable sources. With the use of the internet, 
we can quickly obtain study materials, books in pdf format, and other software to satisfy our study material needs. 
The important point is that improving internet access allows people to stay up to date on what's going on in the 
world. However, we are not fulfilling our full potential and are overly reliant on mobile phones and mobile 
technologies, which have negative social consequences. Excessive use of mobile phones can have negative 
consequences for a person's family and social relationships. It creates conditions where family members, such as 
parents, children, and siblings, have less communication. Apart from making and receiving calls, the mobile phone is 
being used in a variety of ways. With the availability of many programmes, it is more about texting, songs, films, 
games, reminders, entertaining videos, and much more. However, just as everything has both positive and negative 
effects, cell phone use has both beneficial and harmful effects on people and their social lives. Mobile phone use is no 
longer just a fad, but a game-changing strategy for accessible communication and corporate growth. 
 
 It is assisting a million people in various ways. As a result of the widespread use of mobile phones and the internet, 
today's kids have lost interest in face-to-face communication with their family and friends. Certain value systems, 
ideas, and customs exist in our culture. There is a distinct social structure and system in place. MacIver's popular 
notion is that society is a network of relationships. Individuals, groups, and communities all benefit from the 
importance of human relationships. The family, we feel, is the most important institution for our socialisation and 
growth. However, having access to mobile phones, particularly smartphones, is harming our day-to-day interactions 
by creating social distance between us. Social interaction and relationships have an important role in forming and 
moulding one's behaviour. Poor social connection can have a significant detrimental impact on a young person's 
general development, including their physical health and behaviours (Umberson and Montez, 2010; cited in Katriina 
et al., 2017, p.343). Increased alcohol use, drug abuse, and other forms of substance abuse are also on the rise. With 
the use of technology and various applications in the smartphone, one's behaviour may be diverted into undesirable 
pursuits. That means they can easily be influenced to engage in delinquent behaviour, such as cybercrime and other 
forms of crime. 
 
REVIEW OF LITERATURE 
 
Afaliq (2013) suggests that cell phone usage has a substantial negative impact on individuals' lives, particularly 
among teenagers. Their constant texting and chatting with friends hinder their engagement in face-to-face social 
interactions, emphasizing the need to understand the influence of mobile phones on the social dynamics of young 
people.Bhalla's study (2017) further explores the adverse effects of mobile phone usage, including its interference 
with social activities. This research sheds light on the potential consequences of excessive mobile phone use and 
raises questions about its long-term effects on interpersonal relationships. Mount (2012) reinforces these findings by 
emphasizing that mobile phones can affect the lives of young people, leading to health difficulties and strained social 
connections. This connection between mobile phone use and negative outcomes underscores the importance of 
raising awareness and implementing measures to mitigate potential health and social issues among youth. Leonard's 
study (2015) delves into the substantial consequences of mobile phone addiction, as teens use their phones for the 
majority of their waking hours. This addiction impacts their working hours, productivity, and face-to-face 
interactions. Leonard's findings highlight the addictive nature of mobile phones and the potential consequences on 
productivity and interpersonal relationships among young people. Kelley's research (2018) highlights how regular 
access to mobile phones among youth can have a profound impact on family relationships, potentially disconnecting 
the bond between parents and children. This emphasizes the need to understand how mobile phones can strain 
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family relationships and disrupt parent-child connections. Gupta and Kumar (2016) shed light on the implications of 
youth access to mobile phones, revealing their substantial impact on psycho-social lives, family structure, and 
communication. Their research underscores the multifaceted influence of mobile phones on various aspects of young 
people's lives. Lakshmi's study (2016) explores the impact of smartphones on today's society, claiming that they may 
transform people into obnoxious and non-communicative individuals. The study also delves into the behaviors of 
today's youth while driving, walking down the street, and in public spaces. Lakshmi's research provides insight into 
how mobile phones may contribute to negative behaviors and communication patterns in various social contexts. 
In conclusion, the existing literature suggests that mobile phones can have a range of negative impacts on people's 
lives, particularly on teenagers and young adults. These effects encompass disruptions in social interactions, negative 
consequences on health, and challenges to family relationships. Furthermore, mobile phone addiction can have 
significant consequences for daily routines and productivity. Understanding the multifaceted implications of mobile 
phone use is essential to address the challenges it poses in various aspects of individuals' lives. In light of the 
growing concerns regarding the negative impacts of mobile phone use, this study aims to investigate and 
understand the specific effects of mobile phone usage on the social, familial, and psychological dimensions of 
teenagers' lives. 
 
OBJECTIVES 
 

- To learn about the youth's smartphone usability and purpose;  
- To learn about the nature of the youths' interactions with their friends and family members. 

METHODOLOGY 
 
The purpose of this study was to conduct a descriptive analysis of data obtained from youth aged 15 to 29 in the 
Assam metropolis of Guwahati. To obtain the relevant information from the respondents, simple random sampling 
and structured questionnaires were utilised. A total of 278 respondents have been selected to fulfill the purpose of 
the study. 
 
Major Findings 
About the Socioeconomic Background of the Respondents 
According to the findings, the below table no. 1 revealed that the majority of the respondents (62.9%) are between the 
ages of 20 and 24, indicating that smartphone users are predominantly PG-level students (57.9%). Aside from that, 
the majority of smartphone users are women, accounting for 69.0 percent of all respondents. It is also discovered that 
a large number of respondents (76.2 percent) are students, as well as others in business and service. More than 80.0 
percent of respondents belong to a nuclear family (62.5 percent) with fewer than five family members and an average 
of two siblings when it comes to their family and environment. 
 
Uses of Smartphone  
As the study is based on smartphone users, it represents all respondents who own a smartphone. the below table no. 
2 revealed that 57.9% of respondents have owned a smartphone for 5-10 years, while 25.5 percent have owned a 
smartphone for less than 5 years. Only 16.5 percent of people have had a smartphone for more than ten years. 
Although 33.4 percent of smartphone users say they use their phones frequently, nearly half (42.45 percent) say they 
use them virtually constantly throughout the day. When asked why they use their smartphones, 82.01 percent 
(multiple responses) said they use them for study, 76.98 percent (multiple responses) said they use them for social 
media, and 75.9% said they solely use them to receive and make calls as mentioned in the table no. 3. They also use a 
smartphone to communicate via WhatsApp and other social media platforms, as well as to browse the internet. 
However, more than three-quarters of respondents say they use their smartphone for social media whenever they 
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have free time, with the majority of respondents using it for four hours on average per day, while 33.45 percent use it 
for six hours on average per day, and 15.47 percent use it for more than six hours per day. 
 
Impact of the Use of Smartphones on Social Interaction 
The current study also shed light on a few key aspects of smartphone use, including how it affects social interaction 
and relationships. Hence, table no. 4 represents physical engagement is declining as the majority of respondents 
prefer to interact via social media, with 94.96 percent using WhatsApp, 83.09 using Facebook, 57.91 percent using 
Instagram, and 16.83 percent using Telegram (all are multiple responses). This has a significant impact on their 
personal and social lives, as they prefer communication or engagement through chatting (93.17 percent), voice calls 
(53.63 percent), and video calling (28.06 percent) (multiple responses).  Furthermore, people who stay outside their 
homes make the most phone calls (90.63 percent) to communicate with their parents, and they also conduct video 
calls. Furthermore, the majority of respondents (78.06 percent) denied that communication or engagement with 
parents or siblings via the phone is considerably more effective than actual connection or conversation, claiming that 
Physical interaction makes it more enjoyable to communicate, counsel, and solve problems. Face-to-face 
communication is preferable to phone communication because it allows us to express our feelings to our parents or 
siblings. It has also been observed that when a person spends a day with family, friends, relatives, or siblings, that 
person performs better. 
 
CONCLUDING DISCUSSIONS 
 
For youth or the younger generation, a mobile phone is necessary. Without a doubt, they are now heavily attached to 
their phones, which keeps them lonely. When the habit of using phones on a regular basis becomes an obligation, it 
becomes an addiction (Alavi et al., 2012). Their socialisation has an impact on them in similar ways, as it forces them 
to experience dissatisfaction and worry, damaging their psychosocial lives. According to a survey (quoted in 
Lakshmi, 2016; p.270), 77 percent of people believe today's young people's social skills are poorer than they were 20 
years ago. There are currently 1.85 billion individuals using Smartphones worldwide, with 2.87 billion projected by 
2020(Cha and Seo, 2018). On the other hand, when discussing social relationships, consider the perspective of social 
interaction. Social interaction is often regarded as a necessary component of social relationships. The smartphone, in 
particular, is capturing the youth's attention to current application developments on their phones. Young are highly 
fond of using WhatsApp talk, and video sharing, which is a primary activity of today's TikTok videos; prank videos 
are drawing a significant section of the youth due to available applications. To summarise, mobile phones, often 
known as smartphones, are a marvelous invention that mostly benefits our daily life. Simultaneously, we must 
consider the drawbacks of using it beyond our needs rather than as a requirement. It provides opportunities while 
also posing problems to our current and future generations. With the developments and quality of technology, it 
may be argued that smartphones have become more of a fashion statement among today's young than a need. Yes, it 
is undeniably providing a technologically growing platform for speedier communication. The smartphone is 
necessary for us, but we must exercise self-control or refrain from using it. If a person is away from home, a 
smartphone is a good way to communicate. This can be harmful to our lives if we utilise it too often.  
 
Nowadays, most children spend their time on social media or at chill-out parties with pals because other 
relationships, such as those between parents and children, siblings, and relatives, are eroding day by day. We can 
better comprehend each relationship when we spend quality time with our parents, relatives, siblings, and friends. 
Social media is not a bad platform; however, how we use it is up to us; if we use it incorrectly, it will have a negative 
impact on our life; but, if we use it correctly, it will be a wonderful platform. On the other hand, due to school, work, 
or other reasons, more individuals are increasingly residing outside of their homes, city, or state. As a result, it is 
impossible to have physical interactions with friends, family, and relatives in this situation; therefore, the mobile 
phone is a simple way to contact them. On the other hand, we must limit our usage of mobile phones to a set amount 
of time so that we can spend time with our loved ones and other well-wishers. As a result, we, as individuals, must 
cultivate this mindset and work toward more efficient and effective mobile usage. 
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Table No: 1 Socio-economic Status of the Respondents 
Type of Occupation Frequency Percentage (%) 

Student 212 76.26 

Business 7 2.52 
Job 43 15.46 

Unemployed 16 5.76 

Total 278 100.00 

Family type Frequency Percentage (%) 

Nuclear 223 80.22 

Joint 55 19.78 

Total 178 100.00 

Number of siblings Frequency Percentage (%) 

Less than 2 153 55.04 
02 to 05 118 42.45 

More than 5 7 2.51 

Total 278 100.00 
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Table No: 2 Uses of Smartphone 

Period of Using Smartphone Frequency Percentage (%) 

Less than 5 years 71 25.54 

5-10 years 161 57.91 

More than 10 years 46 16.55 

Total 278 100.00 

Frequency of Uses Frequency Percentage (%) 

Often 93 33.45 

When necessary 67 24.1 

Almost all the time in a day 118 42.45 

Total 278 100.00 
 
Table No.3 Purpose of Using Smartphone 

Purpose of Using Smartphone Number of respondents Percentage (%) 
Receiving and making calls 211 75.9 

Study purpose 228 82.01 
Using social media 214 76.98 
Browsing internet 178 64.03 

Chatting and sharing videos and images 157 56.47 
(Multiple responses, N = 278) 
 
Table No.:4 Social Media Platforms using to Interact with Friends and Family Members 

Social Media Platforms using to Interact with Friends and Family 
Members 

Number of 
respondents 

Percentage 
(%) 

Facebook 231 83.09 
WhatsApp 264 94.96 

Twitter 21 7.55 
Telegram 44 16.83 
Instagram 161 57.91 

Others 37 13.31 
(Multiple responses, N = 278) 

 
 

Figure No.: 1 Using a smartphone when you are 
with your Friends and Family 

Figure No.: 2 The presence of Technology affects Face to 
Face Communication Negatively 
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The present effort was intended to investigate Anisomeles malabarica for phytochemical compounds and 
characterize the chemical constituents of plant using GC-MS. The shade dried leaf, Callus, Root and stem 
powder of Anisomeles malabarica  was extracted with Methanol overnight, filtered and concentrated. The 
GC Clarus 500 (Perkin Elmer) used in the investigation employed a column packed with Elite- 5MS 
(5%Diphenyl / 95% Dimethyl poly siloxane, 30mm x 0.25mm x0.25µmdf) and the components were 
separated using Helium (1mL/min) as the carrier gas. The 2 µl sample extract injected into the instrument 
was detected by the Turbo mass gold detector (Perkin Elmer) with the aid of the Turbomass 5.2 software. 
The GC-MS analysis provided different peaks determining the presence of various phytochemical for 
leaf, Callus, Root and stem of Anisomeles malabarica . The phytochemical and GC-MS profiling of ethanolic 
extract ofleaf, Callus, Root and stem of Anisomeles malabarica  revealed the presence of bioactive 
compounds with important medicinal properties. Hence, the presence of these phytochemicals could be 
responsible for the therapeutic effects of the plant. 
 
Keywords: Anisomeles malabarica , Methanolic extract, GC-MS analysis, Phytoconstituents. 
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INTRODUCTION 
 
Plants are used as medicines in various cultures and serve as a source of many potent drugs due to the presence of 
certain bioactive compounds for pharmaceutical industries Plants contain different phytochemicals, also known as 
secondary metabolites. Phytochemicals are useful in the treatment of certain disorders by their individual, additive, 
or synergic actions to improve health [1]. Phytochemicals are vital in pharmaceutical industry for development of 
new drugs and preparation of therapeutic agents. The development of new drugs starts with identification of active 
principles from the natural sources [2]. The screening of plant extracts is a new approach to find therapeutically 
active compounds in various plant species. Phytochemicals such as flavonoids, tannins, saponins, alkaloids, and 
terpenoids have several biological properties which include antioxidant, anti-inflammatory, anti-diarrhea, anti-ulcer, 
and anticancer activities, among others [3]; [4] During the last decade, use of traditional medicine has prolonged 
globally and has gained attractiveness. With the incredible expansion in the use of traditional medicine worldwide, 
safety and efficiency as well as quality control of herbal medicines and traditional therapies have become important 
concerns for both health authorities and the public [5].There is still a significant lack of research data in this field. In 
the absence of pharmacopoeia data on the various plant extracts, it is not possible to isolate or standardize the active 
contents having the desired effects [6]. Screening of active components from plants has direct to the development of 
new medicinal drugs which have efficient protection and treatment role against various diseases [7]. The present 
study is designed to investigate the secondary metabolites of Anisomeles malabarica  and characterization of 
compounds using GC-MS analysis to explore the presence of phytoconstituents which could be helpful to treat many 
diseases and disorders [8] Large number of medicinal plants and their purified constituents has shown beneficial 
therapeutic potentials. With this situation, this study was aimed to identify the phytoconstituents present in 
methanolic extract of Anisomeles malabarica  using GC-MS analysis. 
 
MATERIALS AND METHODS 
 
Chemicals 
All the chemicals and reagents used for the research were of analytical grade. 
 
Collection and Preparation of Plant 
The leaf, Callus, Stem, Root of the Anisomeles malabarica    plant were collected from the natural habitats of 
Chidambaram, Cuddalore District of Tamilnadu, India. The samples were washed thoroughly in running tap water 
to remove soil particles and adhered debris and finally washed with sterile distilled water. The leaf, Callus, Stem, 
Root of the Anisomeles malabarica    plant were shade dried and ground into fine powder. The powdered materials 
were stored in air tight polythene bags until use. 
 
Plant sample extraction 
 Fifty grams of powdered sample was extracted with methanol overnight and filtered through ash less filter paper 
with sodium sulphate and the extract was concentrated. The extract was analyzed using the Clarus 500 GC-MS 
(Perkin Elmer). 2 µL of the methanolic extract of Anisomeles malabarica    was employed for GC-MS analysis.  
 
GC-MS analysis 
The Clarus 500 GC (Perkin Elmer) used in this analysis. It employed a fused silica column packed with Elite -5MS 
(5%Diphenyl / 95% Dimethyl poly siloxane, 30mm x 0.25mm x0.25µm df) and the components were separated using 
helium as carrier gas at a constant flow of 1 mL/ min. The 2 µL sample extract injected into the instrument. It was 
detected by the Turbo gold mass detector (Perkin Elmer) with the aid of Turbo mass 5.2 software. During the GC 
process the oven was maintained at a temperature of 1100c with 2 min holding. The injector temperature was set at 
2500c. The different parameters involved in the operation of the Clarus 500 MS were also standardized. The Inlet line 
temperature was 2000C and source temperature was 2000C. Mass spectra were taken at 70 eV; a scan interval of 0.5s 
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and fragments from 45-450 Da. The MS detection was completed in 36 min. The detection employed the NIST ver. 
2.0-year 2005 library. Gas chromatography-mass spectroscopy (GC-MS) is a combined analytical technique used to 
determine and identify compounds present in a plant sample. GC-MS plays an essential role in the phytochemical 
analysis and chemotaxonomic studies of medicinal plants containing biologically active components. 
 
RESULTS AND DISCUSSION 
 
The results concerning to GC-MS analysis led to the identification of number of compounds from the GC fractions of 
the ethanolic extract of Anisomeles malabarica  . These compounds were identified through mass spectrum attached 
with GC [9]. The active principles with their retention time (RT), molecular formula (MF), molecular weight (MW) 
and concentration (%) were tabulated in the given tables. The results revealed that the presence of 27 differenent 
compounds present in the ethanolic extract of Anisomeles malabarica  leaf, stem, callus and root. From the results, it 
was clear that, totally, 108more different phyto-constituents were present in the Anisomeles malabarica  [10]. 
 
Gas Chromatography- Mass Spectrometry (GC-MS) is a precious tool for reliable detection of bioactive 
constituents. This study results were interpreted. By interpreting these compounds, it is found that Anisomeles 
malabarica  possesses various therapeutical applications [11]. The present study characterized the chemical profile of 
Anisomeles malabarica  using GC-MS. The GC chromatogram shows the relative concentration of various compounds 
getting eluted as a function of retention time. The heights of the peak point out the relative concentration of the 
presented components. The mass spectrometer analyzes the compounds eluted at different times to identify the 
nature and structure of the compounds [12]. The investigation concluded that the stronger extraction capacity of 
methanol have produced number of active constituents responsible for many biological activities. So these might be 
utilized for the development of traditional medicines and further investigation needs to elute novel active 
compounds from the medicinal plants which may be created a new way to treat many incurable diseases including 
cancer [13]. To separate volatile substances in a mixture, gas chromatography is normally utilized. The biological 
components of the extracted solvent were examined using a gas chromatography-mass spectrometer (GCMS) [14]. 
Gas chromatography coupled with mass spectroscopy was performed to analyze and identify the volatile and non-
volatile nature of phytochemicals present in the three different extracts such as chloroform, ethyl acetate and 
methanolAmong this, ethanolic extract possessed more than 24, in that 8 phyto-constituents are considered as major 
and remaining 16 are considered as minor based on the percentage of peak area. Tridecyl acrylate, Tetratetracontane, 
Phytol, acetate, Hexadecane, Phytol, Heptadecane,Nonadecane and ethyl palmitate.[8]. 
 
Similarly, in other studies reported that the extract revealed the presence of 7 major and 12 minor phytoconstituents 
such as Tridecyl acrylate 1- Dodecanol, Phytol, acetate, nDecylpropanoate,Perhydrofarnesyl acetone and (E)-phytol 
[15]. The chloroform extract 4 major and 10 minor phytoconstituents were found such as Hentriacontane (45.29), 2-
methyloctacosane (12.35), Tetratetracontane (8.31) and Cholesteryl ethyl ether (7.08). From the results, it was clear 
that, totally, 57more different phyto-constituents were present in the Anisomeles malabarica  . All of them were 
aliphatic and aromatic compound; the mass spectra of the phyto-constituents were matched with those found in the 
NIST/NBS spectral database. [8]. The GC-MS analysis of different extracts of Anisomeles malabarica  lead to the 
identification of 97 phytoconstituents. These compounds were identified through mass spectrometry attached with 
GC [16]. The mass spectrometer analyzes the compounds eluted at different times to identify the nature and 
structure of the compounds. Five different extracts possess unique physicochemical characteristics which may be 
attributed to the compounds naturally present in significant quantities in the leaves of Anisomeles malabarica  . Phytol 
was proven to exhibit antioxidant and antinociceptive effects. Phytol, precursor of synthetic vitamin E and vitamin 
K, was found to be cytotoxic against breast cancer cell lines (MCF7). In addition, squalene possessed antioxidant, 
chemopreventive, antitumor and hypocholesterolemic activities [17]. 
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CONCLUSION 
 
Several phytochemical evaluations have been carried out in Anisomeles malabarica  using GC-MS. This analysis 
showed the existence of various compounds with different chemical structures. The occurrence of various bioactive 
compounds proves the purpose of Anisomeles malabarica  for various disorders. However, selection of individual 
phytochemical constituents may proceed to find an innovative drug. Hence, this type of effort will be supportive for 
in depth study. Further, extensive research is required to identify and explore bioactive compounds from this plant. 
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Table: 1 Compounds identified in the ethanolic extract of Anisomeles malabarica  leaf  

Peak 
Retention 

Time Area Area% Height 
Heigh

t% A/H Name 

1 8.905 154750 0.56 54093 1.14 2.86 Phenol,3,5-bis(1,1-dimethylethyl)- 
2 10.024 178353 0.65 53911 1.14 3.31 DiethylPhthalate 
3 10.975 88365 0.32 38671 0.82 2.29 Heptadecane 
4 11.117 94514 0.34 30620 0.65 3.09 Tetradecane, 2,6,10-trimethyl-(CAS)2,6,10-T
5 12.582 295524 1.07 122082 2.58 2.42 NEOPHYTADIENE 
6 12.687 137681 0.50 44587 0.94 3.09 2-Pentadecanone,6,10,14-trimethyl- 

7 12.792 173952 0.63 23043 0.49 7.55 
2-(2',4',4',6',6',8',8'-Heptamethyltetrasiloxan-

2' 

8 13.109 459794 1.67 109987 2.32 4.18 
1,2-Benzenedicarboxylic 

acid,diundecylester 
9 13.524 323736 1.17 104963 2.22 3.08 Hexadecanoicacid,methylester(CAS)Methy
10 13.840 260576 0.95 86125 1.82 3.03 EICOSAMETHYLCYCLODECASILOXAN 
11 13.974 3628299 13.16 754147 15.92 4.81 l-(+)-Ascorbic acid 2,6-dihexadecanoate 
12 14.119 807408 2.93 198051 4.18 4.08 Dibutyl phthalate 

13 14.308 667957 2.42 38280 0.81 17.45 1-Isopropylidene-3-methyl-3-
vinylcyclobutane 

14 14.550 305578 1.11 99408 2.10 3.07 Pentadecanal- 
15 14.975 169895 0.62 17751 0.37 9.57 Docosanoicacid(CAS)Behenicacid 
16 15.175 187915 0.68 26166 0.55 7.18 1-Eicosanol(CAS)n-Eicosanol 

17 15.339 701843 2.55 187260 3.95 3.75 TETRACOSAMETHYLCYCLODODECAS
I 

18 15.510 1144658 4.15 190804 4.03 6.00 Menthol 
19 15.577 545805 1.98 151891 3.21 3.59 Heptadecanoicacid,16-methyl-,methylester 

20 15.767 1362574 4.94 157961 3.33 8.63 
2,8,9-Trioxa-5-aza-1-

silabicyclo[3.3.3]undeca 
21 15.865 3311785 12.01 329248 6.95 10.06 9-Octadecenoic acid(Z)-(CAS)Oleicacid 
22 16.046 2627819 9.53 367144 7.75 7.16 Octadecanoicacid 

23 16.325 1153412 4.18 97734 2.06 11.80 
[1R*,2R*]-1-acetyl-1,2-dihydroxycyclohex-

3- 

24 16.505 1305875 4.74 138330 2.92 9.44 1,3-Benzenedicarboxylicacid,bis(2-
ethylhexy 

25 16.976 301379 1.09 105008 2.22 2.87 Cyclononasiloxane,octadecamethyl- 
26 18.758 3974457 14.42 615541 12.99 6.46 cycloheptan,4-methylen-1-methy 
27 18.950 259702 0.94 76090 1.61 3.41 ethyl1-hexyl-4-hydroxy-2(1h)-ox 

 
Table: 2 Compounds identified in the ethanolic extract of Anisomeles malabarica  Callus  

Peak Retention 
Time 

Area Area% Height Height
% 

A/H Name 

1 8.899 270652 0.84 111117 1.64 2.44 PHENOL,2,4-BIS(1,1-DIMETHYLETHYL) 
2 10.017 182571 0.57 57815 0.85 3.16 DiethylPhthalate 
3 11.108 329576 1.02 87543 1.29 3.76 TETRADECANE 
4 12.100 227344 0.71 47649 0.70 4.77 Nonane,5-(2-methylpropyl)- 
5 12.215 193178 0.60 64733 0.96 2.98 SILIKONFETTSE30(GREVELS) 
6 12.672 295836 0.92 47617 0.70 6.21 2-Pentadecanone,6,10,14-trimethyl- 
7 13.096 450367 1.40 128846 1.90 3.50 1,2-Benzenedicarboxylic acid,diisodecyl 
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ester 

8 13.519 965553 3.00 327494 4.84 2.95 
HEXADECANOICACID,METHYLESTE

R 

9 13.753 254942 0.79 102939 1.52 2.48 7,9-Di-tert-butyl-1-oxaspiro(4,5)deca-6,9-
dien 

10 13.832 383180 1.19 110571 1.63 3.47 1H-PURIN-6-AMINE, [(2-
FLUOROPHENY 

11 13.965 8029670 24.95 1798220 26.58 4.47 l-(+)-Ascorbic acid 2,6-dihexadecanoate 
12 14.108 1076836 3.35 269516 3.98 4.00 Dibutyl phthalate 
13 14.233 249366 0.77 82419 1.22 3.03 Eicosane 
14 14.983 350138 1.09 52565 0.78 6.66 l-(+)-Ascorbicacid 2,6-dihexadecanoate 
15 15.180 218949 0.68 71990 1.06 3.04 1-Octadecanol 

16 15.334 1053645 3.27 238066 3.52 4.43 CYCLODODECASILOXANE,TETRACO
S 

17 15.400 268751 0.84 86380 1.28 3.11 
9,12,15-

Octadecatrienoicacid,methylester,(Z 
18 15.570 788878 2.45 144760 2.14 5.45 Methylstearate 

19 15.758 823773 2.56 299728 4.43 2.75 1-ALLYL-2,8,9-TRIOXA-5-AZA-1-
SILABIC 

20 15.832 3035185 9.43 410683 6.07 7.39 Octadec-9-enoic acid 
21 16.038 3545137 11.02 568106 8.40 6.24 Octadecanoicacid 
22 16.317 936983 2.91 122795 1.81 7.63 Tetracosane 
23 16.443 493839 1.53 134298 1.98 3.68 9-Octadecynoicacid,methylester 
24 17.032 1372793 4.27 195532 2.89 7.02 5-Hexenoicacid,(9-decen-2-yl) ester 
25 19.066 384722 1.20 113584 1.68 3.39 Cyclodecasiloxane,eicosamethyl- 
26 19.353 336933 1.05 77762 1.15 4.33 SILIKONFETTSE30 (GREVELS) 
27 20.116 393752 1.22 45023 0.67 8.75 1,2-Benzenedicarboxylicacid,dinonylester 

 
Table: 3 Compounds identified in the ethanolic extract of Anisomeles malabarica   Root: 
Peak R.Time Area Area% Height Height% A/H Name 

1 5.316 41721 0.34 12353 0.57 3.38 1-PROPYNE 
2 6.830 36579 0.30 19062 0.88 1.92 6-OXA-1-AZABICYCLO[3.1.0]HEXANE,5 
3 6.925 44522 0.36 12236 0.56 3.64 CYCLOPROPANECARBONYLCHLORIDE 
4 7.102 34490 0.28 24515 1.13 1.41 ALLYLFLUOROFORMATE 
5 7.201 35592 0.29 21366 0.98 1.67 BORANE,TRIETHYL- 
6 8.912 123424 1.00 32013 1.47 3.86 Pentanoicacid,5-hydroxy-,2,4-di-t-butylphen 
7 9.514 98168 0.80 22529 1.04 4.36 8,9,9,10,10,11-HEXAFLUORO-4,4-DIMETH 
8 9.713 45698 0.37 22734 1.05 2.01 Cyclohexanone,2-propyl- 
9 9.817 45058 0.37 13016 0.60 3.46 1,2,2-TRIMETHYLCYCLOPROPYLAMINE 
10 10.035 211429 1.72 55500 2.55 3.81 DiethylPhthalate 
11 10.217 66088 0.54 16155 0.74 4.09 Argon 
12 10.667 36309 0.29 11841 0.55 3.07 1-PROPYNE 
13 10.750 61320 0.50 12721 0.59 4.82 Propyne 
14 10.977 33868 0.27 24242 1.12 1.40 2-(3-BUTOXY-2-HYDROXYPROPYL) MAL 
15 12.346 2918222 23.69 211486 9.74 13.80 2-[5-(2-Methyl-benzooxazol-7-yl)-1H-pyrazol 
16 12.508 770009 6.25 142385 6.55 5.41 1(2H)-NAPHTHALENONE,2-(3,3-DIMETH 
17 12.617 586592 4.76 105530 4.86 5.56 3-(3-OXO-3H-BENZO[F]CHROMEN-2-YL) 
18 12.717 330432 2.68 56622 2.61 5.84 BORANE,TRIETHYL- 
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19 13.119 155938 1.27 55078 2.54 2.83 Phthalicacid,butylundecylester 
20 13.536 375505 3.05 108146 4.98 3.47 Hexadecanoicacid, methylester 
21 13.772 49835 0.40 31730 1.46 1.57 7,9-Di-tert-butyl-1-oxaspiro(4,5)deca-6,9-dien 
22 13.858 53464 0.43 25384 1.17 2.11 2,2,4,4,6,6,8,8,10,10,12,12,14,14,16,16,18,18 
23 13.987 1633141 13.26 361270 16.63 4.52 l-(+)-Ascorbicacid 2,6-dihexadecanoate 
24 14.131 410465 3.33 117546 5.41 3.49 Dibutyl phthalate 
25 15.359 411208 3.34 96857 4.46 4.25 9-OCTADECENOICACID(Z)-,METHYLE 
26 15.592 471246 3.83 76000 3.50 6.20 Heptadecanoicacid,16-methyl-,methylester 
27 15.856 1341854 10.89 174786 8.05 7.68 Octadec-9-enoic acid 

 
Table: 4 Compounds identified in the ethanolic extract of Anisomeles malabarica  stem 
Peak R.Time Area Area% Height Height% A/H Name 

1 9.698 299208 0.16 28402 0.13 10.53 9,9-Dimethoxybicyclo[3.3.1]nona-2,4-dione 
2 11.858 419127 0.22 58083 0.26 7.22 Tetradecanoicacid(CAS)Myristicacid 
3 12.570 407855 0.22 166690 0.74 2.45 NEOPHYTADIENE 
4 13.520 522293 0.28 156946 0.69 3.33 Pentadecanoicacid,14-methyl-,methylester 
5 13.835 258152 0.14 95072 0.42 2.72 Octasiloxane,1,1,3,3,5,5,7,7,9,9,11,11,13,13, 
6 13.964 20258532 10.85 4079474 18.04 4.97 n-Hexadecanoicacid 
7 14.108 3930216 2.11 709455 3.14 5.54 Dibutyl phthalate 
8 14.342 424248 0.23 119369 0.53 3.55 (t-Butyl-dimethylsilyl)[2-methyl-2-(4-methyl-p 
9 14.392 323177 0.17 81476 0.36 3.97 .alpha.-d-Glucofuranose,1,2-O-(2,2,2-trichlor 
10 14.983 188099 0.10 31730 0.14 5.93 l-(+)-Ascorbicacid 2,6-dihexadecanoate 
11 15.167 247192 0.13 51040 0.23 4.84 n-Pentadecanol 
12 15.333 2072618 1.11 465671 2.06 4.45 9-Octadecenoicacid(Z)-,methylester(CAS) 
13 15.818 96460723 51.68 9892897 43.75 9.75 9-Octadecenoicacid,1,2,3-propanetriylester, 
14 16.026 48017751 25.72 4580894 20.26 10.48 Octadecanoicacid 
15 16.783 1365120 0.73 199950 0.88 6.83 Octatriacontylpentafluoropropionate 
16 16.875 971128 0.52 169610 0.75 5.73 Bicyclo[10.1.0]tridec-1-ene 
17 16.960 1031315 0.55 235317 1.04 4.38 Cyclononasiloxane,octadecamethyl- 
18 17.092 1077363 0.58 157380 0.70 6.85 Palmitoylchloride 
19 17.752 388774 0.21 110971 0.49 3.50 Hexadecanoicacid,1-(hydroxymethyl)-1,2-eth 
20 18.744 2168001 1.16 256785 1.14 8.44 Cycloheptane,4-methylene-1-methyl-2-(2-met 
21 19.052 779221 0.42 146376 0.65 5.32 EICOSAMETHYLCYCLODECASILOXAN 
22 19.338 1005820 0.54 99499 0.44 10.11 Cyclononasiloxane,octadecamethyl- 
23 19.501 344520 0.18 60494 0.27 5.70 Tridecanedial 
24 19.966 925143 0.50 152906 0.68 6.05 Oleoylchloride 
25 20.100 203033 0.11 46801 0.21 4.34 Heptasiloxane,hexadecamethyl- 
26 20.398 208863 0.11 45734 0.20 4.57 Octadecanoicacid,2,3-dihydroxypropylester 
27 20.850 268625 0.14 57361 0.25 4.68 1,3,5-Trisilacyclohexane(CAS)Cyclocarbosil 
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Fig. 1: GC MS chromatogram of the ethanolic extract of 
Anisomeles malabarica  leaf  

Fig. 2: GC MS chromatogram of the ethanolic extract of 
Anisomeles malabarica  Callus 

  
Fig. 3: GC MS chromatogram of the ethanolic extract of 
Anisomeles malabarica   Root 

Fig. 4: GC MS chromatogram of the ethanolic extract of 
Anisomeles malabarica  Stem 
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In recent decades, wind energy has gained prominence in power grids. This is extremely important in a 
setting where energy consumption requirements are rising and there is an environmental crisis.  This is 
serious, and it is visible as a result of the global warming phenomenon. The general framework of wind 
innovation and practical implementations are looked in this review article. Wind energy is the largest 
source of sustainable energy while comparing to hydroelectricity. Since wind has been used for centuries, 
the modern wind energy industry began during the oil crisis in the 1970s. However, it is inconsistent. The 
majority of wind turbines are now built on land, though some are built at sea, frequently in wind farms. 
Because wind energy is intermittent, it must be supplemented by other power sources. Wind energy can 
be beneficial in general. However, it has not yet achieved full matrix equality with fossil life forms. 
 
Key words: wind, energy, turbines, power, challenges 
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INTRODUCTION 
 
Wind energy has grown in popularity in power grids around the world in recent decades. This existence is critical in 
an environment where energy consumption needs are increasing, as well as an environmental crisis that, at best, can 
be classified as serious and can be observed through a process known as global warming(Singh et al., 2013). The 
scientific community appears to be in broad agreement that greenhouse gas emissions are to blame for the current 
recession, reinforcing the belief that humanity should devote all available resources to the generation of electricity 
from sources other than fossil fuels (Solarin & Bello, 2022).The rise of renewable energy sources, particularly wind 
energy, is definitely appropriate. Since the turn of the century, there has been a significant increase in the 
development on wind energy converters and associated technologies. The research and investigation of wind energy 
is a hugely popular field of study(Waheeb et al., 2023). There are numerous research sub-domains in this area, 
including wind energy conversion systems, wind power modelling, energy efficiency and storage, energy economics, 
wind forecasts, and wind energy's effects on the environment(Porté-Agel et al., 2020).  
 
Finding environmentally friendly energy sources, such as wind energy, is critical due to rising energy demand and 
the depletion of nonrenewable energy sources. In order to remain competitive in the energy market, wind turbines 
designers and manufacturers seek the best solutions to meet goals such as minimizing investment, reducing blade 
size, and increasing annual production(Boretti & Castelletto, 2020). This will eventually result in lower energy costs 
and higher profits. Although the majority of research studies focused on lowering the cost of wind energy, many also 
focused on improving the performance of wind turbines while taking multiple disciplinary goals into 
account(Soulouknga et al., 2020). However, optimizing the shape of wind turbines does not always imply lowering 
energy costs. Kumar et al.,(2018)investigated wind flows, turbines, and wind power grid placement and concluded 
that economic indicators, regional laws, environmental concerns, and the presence of nearby flows all influence the 
best wind farm design.Kumar et al.,(2019) concluded that computer-aided structural analysis can find better and 
more cost-effective solutions for the complex engineering system subject to varying and irregular loads in wind 
turbine design in the context of wind turbine design, installation challenges, and process optimization. An important 
regarding wind energy technologies are discussed in this article in terms of their turbines, power and challenges. 
This will lead to a better understanding of wind energy and its potential to meet projected energy needs. 
 
WIND ENERGY 
Wind energy is a modified form of sunlight-based energy that is produced in the core of an object by the atomic 
interaction between hydrogen (H) and helium (He).The H-He dissolving process creates flow of heat and 
electromagnetic waves which propagate in every direction from the sun to space(Sawant et al., 2021). Even though 
the Earth only receives a small portion of solar radiation, it provides the majority of the planet's energy 
requirements.A significant source of modern dynamism and a major player in the global dynamism market is wind 
energy.The specialized growth and rapid organization of wind energy are perceived as best-in-class energy 
innovations, as is the absence of a practical upper limit for the amount of wind that can be coordinated into the 
electrical system.The total amount of sun-directed energy that the Earth receives has been estimated to be around 
1.8*1011 MW. Simply 2% of this solar energy is converted to wind energy, and about 35% of wind energy scatters 
within 1,000 meters of the Earth's surface (Bonanno et al., 2023). Therefore, the amount of available breeze energy that 
can be converted into other forms of energy is about 1.26*109 MW. Given that this estimate corresponds to a 20-fold 
increase in global energy consumption, wind energy has the potential to fundamentally meet the world's daily 
energy requirements(Kumar et al., 2022). When compared to common energy sources, wind energy has many 
favorable conditions and advantages. As an endless and free source of everyday life, it is widely available and 
abundant throughout the world. Furthermore, increased wind energy use would contribute to a decrease in demand 
for nonrenewable energy sources, which may run out sooner or later this century depending on how they are 
currently used. Wind energy is significantly less expensive per kWh than solar energy (Grimsrud et al., 2023). As a 
result, it is expected that breeze energy, the most encouraging source of energy, will play a critical role in the global 
energy supply in the 21stcentury. 
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WIND TURBINES 
Wind turbines develop energy by using the moderately powerful wind to operate a generator. Wind is a pure and 
sustainable fuel source that never runs out because it is perpetually refilled by the sun's energy. This also does not 
generate any emissions. In some ways, wind turbines are an improvement over old windmills, but they now 
occasionally have three blades that rotate around a flat shape at the top of a steel tower. One of the most common 
and fashionable turbine designs could be a metal pinnacle with a rotor that has three sharp edges, as seen in Figure 1 
(Kumaret al., 2018).  
 
The majority wind turbines start producing power at wind speeds of 3 to 4 m/s, reach their ostensible peak power at 
15 m/s, and stop producing power altogether at 25 m/s or higher(Wang et al., 2022). Three common types of rotating 
wind turbines used today are found in their region(Solarin & Bello, 2022):  
 
1. Speed twist turbine with Induction Generator,  
2. Variable speed turbine with Induction Generator  
3. Variable speed turbine with Synchronous Generator 
 
WIND SPEED 
One of the most important fundamental characteristics in the production of electrified energy is wind speed. A few 
factors that are equivalent to geographic and climatic conditions control the variation in wind speed at every 
moment and in every house.Due to the possibility that wind speed could be a variable parameter, estimated wind 
speed information frequently uses related scientific techniques. Incorrect waves frequently delineate the varying 
tempos of daily standard breeze speeds. Another example is the curved pattern seen in diurnal variations of hourly 
breeze speed esteem, which are common figured qualities that support data between 1970 and 1984 in Dhahran, 
Asia(Lee & Xydis, 2023). The most velocity occurs at around 3oclock, demonstrating that the daytime wind speed 
increased as the day went on.This is important to take note of a significant variation in the average annual breeze 
speed over the 20-year period, and the more significant portion of the base qualities range from below 7.8 to very 
nearly 9.2 m/s. The semi-permanent learning of the breeze obtained from the condensed perception framework 
managed by the mechanical meteorological observatories. The results show that the mean annual breeze speed 
changes at the same locations (Rozante et al., 2017).  
 
CHALLENGES 
The probability of a successful breeze energy structure entry is decreased by variations in network recurrence and 
voltage that complicate powerhouse operations. The amount of energy produced by wind farms could not be 
successfully transmitted all the way to clients, resulting in life being wasted. This is due to the constraints of a 
network framework. Further, high borrowing costs in Asian nations create a barrier to the expansion of the wind 
energy sector. The project financing strategy used for the majority of wind power comes with a 70:30 debt to equity 
ratio and high interest rates that result in a large debt under the challenging political and economic circumstances of 
the Asian nation(McKenna et al., 2022).Innovation in wind rotating motors has come about as a result of ongoing 
improvements in turbine design, turning motor performance, and overall rotating motor efficiency. Turbine 
technology has undergone numerous ages of development and change, focusing on cutting-edge technologies, 
generators, and coordinate drive systems, pitch and yaw management systems, etc. 
 
CONCLUSIONS 
 
The evidence suggests that using wind energy as a long-term solution to global energy issues could be a viable 
option. However, the property's condition is evaluated. As a result, while the resource is currently useful enough to 
support many business developments, it has the potential to become infinite if vast technological opportunities are 
realized. Wind energy has proven to be not only environmentally but also socially beneficial in terms of supporting 
the wind industry while reducing price competition. A new certificate market is taking over all of the benefits, and 
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many governments have heard that wind businesses are prepared to require up to the opened business. 
Furthermore, in relation to the small market, an established set of values should be confirmed. From a societal point 
of view, the fact that the wind industry supports local development encourages its property. In addition, its proven 
genuine impact on the population at large may help to impair the general public's personality traits. Finally, it is 
essential to advocate for additional research into potential environmental analyses. When considering a replacement 
power plant or reconsidering an existing one, it is prudent to first review the findings of studies related to ecological 
impact analysis. 
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Figure 1 Wind Turbine 
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In the current study, 3, 4-dichloroacetophenone yields the appropriate chalcones when it condenses with 
various aromatic aldehydes in aqueous ethanolic solution. By reacting with phenyl hydrazine, these 
chalcones create 1, 3, and 5-triaryl-2-pyrazoline derivatives. All of the produced compounds were 
evaluated using elemental analysis, IR, and NMR spectral data. The synthetic materials were examined 
for a range of biological functions. The substance 2o, which has a 2"-thienyl ring at the scaffold's fifth 
position, exhibits strong antifungal activity with a MIC of 2 g/mL. At MIC 1.6 g/mL, the compound 2f 
and 2h with position-5 moieties of 2,4,6-difluorophenyl and 4,6-trifluorophenyl demonstrated good 
antitubercular action. 
 
Keywords: Condensation, Phenyl hydrazine, Pyrazoline, Antifungal and cytotoxicity. 
 
INTRODUCTION 
 
Pyrazoline (1) has the molecular formula C3H6N2 and 1,2-diazole is the formal name for pyrazole.They possess two 
nitrogen atoms, are aromatic, and share characteristics with both pyridine and pyrrole. The easiest way to describe 
the structure of pyrazole is with a resonance structure or set of resonance structures [1] (figure 1). These compounds 
were created by condensing phenylhydrazine [2] with substituted or unsubstituted, -unsaturated carbonyl 
compounds or Mannich bases. The three slightly reduced versions of the pyrazole structure, 1-pyrazoline (2), 2-
pyrazoline (3), and 3-pyrazoline (4), each having a different position for the double bond, are in equilibrium with one 
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another. Despite the fact that all three types have been synthesised, the most stable form is the 2-pyrazoline because 
it possesses the monoimino character [3]. The biological effects of numerous pyrazoline derivatives have been the 
subject of extensive research throughout the years. The history of pyrazoline demonstrates how many chemists were 
drawn to study it as a biologically active chemical. It has been a fascinating area of pharmaceutical chemistry to 
research the biological evaluation of pyrazoline derivatives. The literature reportedly said that several substituted2- 
pyrazoline derivatives possess tremendous biological activities such as antimicrobial [4-8], anti-inflammatory and 
analgesic [9-11], antidepressant [12-13], antitubercular [14-15], antiamoebic [16-17], anticonvulsant [18-20], 
antidiabetic [21-23], antitumor [24-27], anti-proliferative [28-29], antioxidant [30-32], antimalaria [33-34], MAO 
inhibitors [35], anti-nociceptive activity [36-37] and anti-hepatic activity [38]. The focus of this review is on recent 
research on the synthesis and diverse pharmacological functions connected to pyrazoline derivatives. 
 
EXPERIMENTAL 
Chemistry 
The reagents utilized in the synthesis were all bought from commercial sources. A nearby supply of 
Phenylhydrazine hydrochloride was used. S.D. Fine Chem. Ltd., a Mumbai, India-based Company, was in which 
some of the solvents were acquired. Utilizing silica gel-G for TLC monitoring, the reactions were examined with a 
UV lamp. All melting points were calculated in open capillary tubes and conveyed in °C and were uncorrected. The 
results for the 1H NMR and [13] C NMR spectra of the compounds, which were recorded using TMS as an internal 
standard on an Avance 400 MHz NMR spectrophotometer, are expressed in ppm. A Carlo Erba 1108 elemental 
analyzer was used to conduct the elemental analyses. The results of the C, H, and N elemental analyses were within 
±0.4% of the calculated values.  
 
Step-1: Synthesis ofchalcone derivatives (2a-o) 
A mixture of 3, 4-dichlororacetophenone (0.001mol)and substituted aromatic benzaldehyde (1a-o) (0.001mol) was 
stirred in ethanol (7.5 ml) and then few drops of alcoholic KOH solution (50%,7.5ml) was added drop wisetoit. The 
mixture was stirred for 24 hours and it was acidified with 1:1 HCl and H2O which resulted in the formation of 
precipitation. Then it was filtered under vacuum and the solidwas washed with water, purified by recrystallization 
using ethanol as solvent. 
 
Step-2: Synthesis of 1, 3, 5-Triaryl-2-Pyrazolines derivatives (3a-o) 
1-(3,4-dichlorophenyl)-3-(p-tolyl)prop-2-en-1-one (2a) (0.005 mol) and phenylhydrazine hydrochloride (0.005 mol) 
were dissolved in glacial acetic acid (20 ml). After that, the mixture was refluxed for 7 hours, during which time the 
solvent totally evaporated. This produced a solid product that was then crystallized from chloroform and then 
further purified using column chromatography with ethyl acetate/hexane. To create the compounds 3a-o, phenyl 
hydrazine hydrochloride was used to treat all of the chalcone derivatives (2a-o). The synthesized compounds were 
verified by elemental (table 1) and spectral studies (table 2) and the outcomes were also quite near to the calculated 
values. 
 
Biological evaluation  
One of the significant groups of heterocyclic compounds are pyrazolineshave a wide range of biological functions. 
They have nitric oxide synthase (NOS) inhibitors, cannabinoid CB1 receptor antagonists, anti-microbial, anti-
amoebic, anti-inflammatory, anticancer, antidepressant, and steroidal properties. Based on the aforementioned 
bioactivities, the antifungal, antitubercular, and cytotoxic activities of all synthesized pyrazolines were assessed 
using accepted procedures. 
 
Antifungal activity 
The antifungal activity of the pyrazolines was performed by serial tube dilution method [39] employing fluconazole 
as a standard drug. The outcomes of the exercise are shown in table 3. 
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Antitubercular activity 
The antitubercular activity of the pyrazolines was completed by MABA [40,41]  assay employing pyrazinamide as 
standard drug. The results of the activity are shown in table 4. 
 
Anticancer activity 
The anticancer activity of the pyrazolines was executed by MTT [42] assay employing methotrexate as a standard 
drug. The results of the out comeare displayed in table 5. 
 
RESULTS AND DISCUSSION 
 
Chemistry 
All the synthesized 2-pyrazoline derivatives exhibited characteristic absorption bands in the IR spectra (cm-1) in 
between 1520-1650 (C=N of pyrazoline), 1060-1160 (C-N) and at other regions of the spectrum depending upon the 
specific substituents present in each compound.The 1H NMR spectra(Table 2) of the 2-pyrazolines shown 
characteristic resonance signalat δ 3.00-3.20 (HA), 3.60-3.90 (HB) and 5.00-5.50 (Hx) as a doublet of doublets (dd) with 
JAB=16.98 Hz, JAX=7.50 Hz, and JBX=9.35 Hzrespectively. The 13C NMR spectra of the chalcone 5a exhibited the 
characteristic peaks for the carbons of the pyrimidinering at δ152.50 (C-3), 66.54 (C-4), apart from the peaks 
corresponding to the other carbons.The mass spectra obtained by positive mode ionization method revealed the 
[M+H]+ions, whereas the spectra obtained by the EI method revealed the molecular ion. 
 
Biological evaluation 
(i) Antifungal activity 
Results of the antifungal activity of the compounds were nearly equipotent against both the fungal species 
Aspergillus niger and Candida tropicalis. However, compound 3o containing 2"-thienyl ring present at the 5th position 
of the pyrazoline scaffold was the most potent with MIC 2µg/mL.The compounds 3h and 3m containing 4”-
trifluorophenyl and 2”-furyl scaffolds were next in activity against both Aspergillus niger and Candida tropicaliswith 
MIC 4 µg/mL. Most of the other compounds were also active against both thefungal strainsat MIC 8 and 16µg/mL 
respectively.  
 
(ii) Anti-tubercularactivity 
All of the compounds showed significant antitubercular activity against the M. tuberculosis H37Rv strain, according 
to the results of the antitubercular activity of novel pyrazolines 3a–3o, and some compounds were even shown to be 
more effective than the typical pyrazinamide.The compound 3f and 3h containing 2”,4”-difluorophenyl and 4”-
trifluorophenyl moieties at position-5 showed excellent activity at MIC 1.6 μg/mL. The compounds,3g and 3o 
exhibited activity at MIC 3.12 μg/mL which was equal to the potency of pyrazinamide. All the other compounds 
were somewhat potent with MIC values ranging between 25-100µg/mL. 
 
(iii) Cytotoxicactivity 
Using the MTT assay, the named compounds (3a–3o) were tested for their in-vitro cytotoxic activity against the 
prostate cancer cell line DU-145. At a MIC of 12 g/mL, some pyrazolines, 2"-thienylring at position 5 of the 
pyrazoline scaffold was 3odemonstrated appreciable activity. The next most potent molecule was 3n, which included 
2"-pyrrolyl and had a MIC of 30 g/mL. At MICs lower than 100 g/mL, the majority of the other substances likewise 
displayed cytotoxic action. 
 
CONCLUSION 
 
One of the significant classes of heterocyclic compounds with a wide range of biological activity is pyrazolines. All of 
the synthesized pyrazolines were tested using standard procedures for their antifungal, antitubercular, and cytotoxic 
properties based on the literature. Based on the data above, a research of the relationship between structure and 
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activity found that the antifungal, antitubercular, and cytotoxic activities required the presence of the 2"-thienyl, 4"-
trifluorophenyl, 2"-furyl, and 2"-pyrrolyl moieties. The activity of pyrazolines may be improved by further 
modifying the rings by adding various electron-withdrawing or releasing groups. 
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Table 1: Physical characterization and elemental analysis of synthesized compounds (3a-o) 
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Table 2: Spectral Data of titled Compounds (3a-o) 
S.No FT-IR,  Position of absorption b and (cm-1) 

1HNMR, Chemical shift (δ) in ppm 

3a 1592 (C=N), 1120 (C-N), 1586 (C=C quadrant of Ar), 
830 (C-Cl) 

3.28 (1H, d, HA), 3.72 (1H, d, HB), 5.45 (1H, d, Hx), 
2.34 (3H, s, Ar-CH3), 6.75-7.91 (12H, Ar-H) 

3b 1644 (C=N), 1099 (C-N), 1582 (C=C quadrant of Ar), 
835 (C-Cl), 922 (C-F) 

3.29 (1H, d, HA), 3.75 (1H, d, HB), 5.33 (1H, d, Hx), 
6.65-7.65 (12H, Ar-H) 

3c 1599 (C=N), 1105 (C-N), 1578 (C=C quadrant of Ar), 
825 (C-Cl), 925 (C-F)   

3.26 (1H, d, HA), 3.72 (1H, d, HB), 5.46 (1H, d, Hx), 
6.66-7.55 (12H, Ar-H) 

3d 1549 (C=N), 1091 (C-N), 1582 (C=C quadrant of Ar), 
838 (C-Cl), 846 (C-Cl) 

3.28 (1H, d, HA), 3.77 (1H, d, HB), 5.49 (1H, d, Hx), 
6.56-7.39 (12H, Ar-H) 

3e 1552 (C=O), 1591 (C=C quadrant of Ar), 832 (C-Cl), 
838 (C-Cl) 

3.24 (1H, d, HA), 3.71 (1H, d, HB), 5.42 (1H, d, Hx), 
6.69-7.42 (12H, Ar-H) 

3f 1526 (C=N), 1086 (C-N), 1588 (C=C quadrant of Ar),  
831 (C-Cl), 921 (C-F) 

3.25 (1H, d, HA), 3.73 (1H, d, HB), 5.49 (1H, d, Hx), 
6.87-7.69 (11H, Ar-H) 

3g 1544 (C=N), 1081 (C-N), 1578 (C=C quadrant of Ar), 
821 (C-Cl), 829 (C-Cl) 

3.26 (1H, d, HA), 3.81 (1H, d, HB), 5.52 (1H, d, Hx), 
6.82-7.77 (11H, Ar-H) 

3h 1641 (C=N), 1152 (C-N), 1568 (C=C quadrant of Ar), 
818 (C-Cl), 926 (C-F)  

3.28 (1H, d, HA), 3.76 (1H, d, HB), 5.50 (1H, d, Hx), 
6.61-7.81 (12H, Ar-H) 

3i 1595 (C=N), 1097 (C-N), 1576 (C=C quadrant of Ar), 
1236 (O-CH2-O), 845 (C-Cl)   

6.25 (2H,s,-O-CH2O-), 3.18 (1H, d, HA), 3.82 (1H, 
d, HB), 5.28 (1H, d, Hx),  
6.74-7.49 (11H, Ar-H) 

3j 1645 (C=N), 1082 (C-N), 1591 (C=N), 1559 (C=C 
quadrant of Ar), 1325 (C-N) 

 3.17 (1H, d, HA), 3.84 (1H, d, HB), 5.29 (1H, d, 
Hx), 6.39-7.89 (12H, Ar-H)  

3k 1634 (C=N) 1099 (C-N), 1591 (C=N), 1568 (C=C 
quadrant of Ar), 1344 (C-N),     
819 (C-Cl) 

3.04 (1H, d, HA), 3.90 (1H, d, HB), 5.59 (1H, d, Hx), 
6.69-7.59 (12H, Ar-H)  

3l 1641 (C=N), 1086 (C-N), 1577 (C=N), 1559 (C=C 
quadrant of Ar), 1335 (C-N),  
832 (C-Cl) 

 3.17 (1H, d, HA), 3.87 (1H, d, HB), 5.27 (1H, d, 
Hx), 6.79-7.44 (12H, Ar-H)  

3m 1612 (C=N), 1091 (C-N), 1555 (C=C quadrant of Ar), 
835 (C-Cl) 

 3.14 (1H, d, HA),   3.85 (1H, d, HB), 5.34 (1H, d, 
Hx), 6.44-7.79 (11H, Ar-H)  

3n 1643 (C=N), 1087 (C-N), 1564 (C=C quadrant of Ar), 
1584 (C=N), 3240 (N-H), 1371 (C-N), 828 (C-Cl) 

3.14 (1H, d, HA), 3.84 (1H, d, HB), 5.56 (1H, s, -
NH), 5.24 (1H, d, Hx),  
6.49-7.59 (11H, Ar-H) 

3o 1646 (C=N), 1145 (C-N), 1549 (C=C quadrant of Ar), 
633 (C-S), 826 (C-Cl) 

 3.49 (1H, d, HA), 3.77 (1H, d, HB), 5.19 (1H, d, 
Hx), 6.44-7.59 (11H, Ar-H)  

 
Table 3: Results of the antifungal activity of compounds (3a-3o) 

S.No Compound R An Ct 

1 3a 4"-methylphenyl 16 16 
2 3b 4"-fluorophenyl 8 16 

3 3c 2"-fluorophenyl 8 16 

4 3d 4"-chlorophenyl 8 16 

5 3e 2"-chlorophenyl 8 16 

6 3f 2",4"-fluorophenyl 8 8 
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7 3g 2",4"-dichlorophenyl 8 16 
8 3h 4"-trifluorophenyl 4 4 

9 3i 3",4"-methylenedioxyphenyl 8 8 

10 3j 2"-pyridinyl 8 8 
11 3k 3"-pyridinyl 8 8 

12 3l 4"-pyridinyl 8 8 
13 3m 2"-furfuryl 4 4 

14 3n 2"-pyrrolyl 16 16 

15 3o 2"-thienyl 2 2 

16 Fluconazole ≤1 ≤1 
 
Table 4: Results of the antitubercular activity of pyrazolines (3a-3o) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 5: Results of the cytotoxic activity of compounds (3a-3o) 
S.No Compound R DU-145 

1 3a 4"-methylphenyl 134 ± 2 
2 3b 4"-fluorophenyl 46 ± 2 
3 3c 2"-fluorophenyl 126 ± 2 
4 3d 4"-chlorophenyl 60 ± 2 
5 3e 2"-chlorophenyl 54 ± 2 
6 3f 2",4"-fluorophenyl 106 ± 2 
7 3g 2",4"-dichlorophenyl 90 ± 2 
8 3h 4"-trifluorophenyl 112 ± 1 
9 3i 3",4"-methylenedioxyphenyl 54 ± 2 
10 3j 2"-pyridinyl 100 ± 2 
11 3k 3"-pyridinyl 78 ± 2 
12 3l 4"-pyridinyl 64 ± 2 

S.No Compound R 
MIC values (µg/mL) 

of M. tuberculosis H37Rv 
1 3a 4"-methylphenyl 100 
2 3b 4"-fluorophenyl 12.5 
3 3c 2"-fluorophenyl 12.5 
4 3d 4"-chlorophenyl 12.5 
5 3e 2"-chlorophenyl 6.25 
6 3f 2",4"-fluorophenyl 1.6 
7 3g 2",4"-dichlorophenyl 3.12 
8 3h 4"-trifluorophenyl 1.6 
9 3i 3",4"-methylenedioxyphenyl 25 
10 3j 2"-pyridinyl 25 
11 3k 3"-pyridinyl 25 
12 3l 4"-pyridinyl 25 
13 3m 2"-furfuryl 6.25 
14 3n 2"-pyrrolyl 25 
15 3o 2"-thienyl 3.12 
16 Pyrazinamide 3.12 
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13 3m 2"-furfuryl 58 ± 2 
14 3n 2"-pyrrolyl 30 ± 2 
15 3o 2"-thienyl 12 ± 1 
16 Methotrexate 5 ± 1 

 

 
Figure 1: Structure of pyrazole (1) and resonance structures of pyrazole (2) 

 
Scheme 1: Protocol for the synthesis of pyrazoline derivatives from chalcones of 3, 4-dichloroacetophenone 

 
 
 
 
 
 
 
 
 
 
 

Subbarao  et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73610 
 

   
 
 

 

A Markovian Queue with Second Optional Working Vacation 
 
K.Santhi1* and T.Senthamizhselvi2 

 
1Assistant Professor, Department of Mathematics, PS PT MGR Govt. Arts and Science College, 
Sirkali, (Affiliated to Annamalai University) Tamil Nadu, India. 
2Assistant Professor, Department of Mathematics, Aries Arts and Science College for Women, 
Vadalur (Affiliated to Annamalai University) Tamil Nadu, India. 
 
Received: 08 July 2023                             Revised: 30 Dec 2023                                   Accepted: 27 Mar 2024 
 
*Address for Correspondence 
K.Santhi 
Assistant Professor,  
Department of Mathematics,  
PS PT MGR Govt. Arts and Science College, Sirkali,  
(Affiliated to Annamalai University)  
Tamil Nadu, India. 
Email:santhimano3169@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
In this paper, we analyze an M/M/1 queue with second optional working vacation. To obtain the 
necessary and sufficient condition for the system to be stable, we use the matrix-Geometric method. We 
derive stationary probability distribution. We calculate some performance measures. Some numerical 
examples are illustrated to show the model’s stability.  
 
Keywords: M/M/1 queue, Second optional Working Vacation, Matrix-analytic Method, Rate matrix, 
 
INTRODUCTION 
 
 Wallace [11] investigated the Quasi Birth-Death process (QBD) in queueing theory using a Markov chain with a 
tridiagonal generator. Numerical techniques can be used to analyze congestion situations when it is impossible to 
achieve an explicit solution for queueing problems. The Matrix Geometric technique is ideal for this type of work. 
Neuts [5], and Latouche and Ramaswami [1] proposed the matrix geometric solution to the QBD process. The 
queueing system with server vacation is noteworthy, and can be referred in Tian and Zhang [10]. Servi and Finn [9] 
created a modern vacation policy, termed as Working Vacation (WV), where the server delivers a lesser rate of 
service than during the engaged period. Wu and Takagi [13] worked on an M/G/1/ with multiple working vacation. 
Wen-yuan liu [9] analyzed the stochastic decompositions in an M/M/1/ queue with working vacation. The 
M/M/1/WV queue and WV interruptions was analyzed by Li and Tian [2]. Naishuo Tian [3] considered M/M/1/SWV 
queue. Qingqing Ye and Liwei Liu [5] discussed the analysis of the M/M/1 Queue with two vacation policies. Santhi 
[8] analysed a queue with second optional service and multiple working vacation. Pazhani Bala Murugan and Santhi 
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[7] discussed a queue with working vacation queue. Manoharan and Sankara Sasi [ ] analysed a Queue with 
Optional Vacation. The outline of this paper is as follows. We present the model in section 2 and find the 
infinitesimal generator. The stability condition and Rate matrix(R) is computed in section 3. In section 4, we use a 
matrix-analytic technique to derive the stationary probability distribution. In section 5, we calculate performance 
measures and section 6 has a firmness of the model by presenting some numerical calculations. In section 7 we 
present the conclusion. 
 
QBD PROCESS MODEL 
We consider an M/M/1 queue with second optional working vacation with the parameter λ. The customer’s inter-
arrival times are exponentially distributed. The service is exponentially distributed with parameter μb and at the 
time of the regular busy period. The service is exponentially distributed with parameter and μv at the time of the 
working vacation and second optional working vacation. When the system becomes empty the server will take up 
WV. When the server switched over to working vacation, he will undergo the task of first regular working vacation. 
When the system becomes empty, he may opt for second optional vacation with probability p1ߠ or he may join the 
busy period with probability q1ߠ. If he opt for second optional working vacation, then at the end of this task he will 
join busy period with completion rate 2ߠ. Inter-arrival times, service periods, and vacation periods are all 
independent of each other.  Let Q(t) be the number of customers in the system, at time ‘ t,’ we assume that  
H(t)be the state server at the time t. There are three possible states of the server is as follows. 

 
Then {(Q (t), H (t)); t ≥ 0} is a Markov process with state space,  
Ω = {(0, j) ∪ (n, j) : n ≥ 0, j = 1, 2, 3} 
 
The states infinitesimal generator can be described by employing lexicographical sequence as follows 

 
 
Where 

 

 
Due to the block structure of matrix Q̃, {(Q (t), H(t)); t ≥  0} is called a QBD  process. 
 
THE MODEL’S STABILITY CONDITION AND R  
Theorem 1: The QBD process {(Q(t), H (t)); t ≥ 0} is positive recurrent if and only if ρ < 1.  
Proof: Consider 
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In [1], theorem 7.3.1 offers requirement for positive recurrence of the QBD process, because matrix A is reducible. 
After permutation of rows and columns it states that the QBD is positive recurrent if and only if 

 

 

 
Proof 

 

 
From the above set of equations with some computations, we get R11, R12, R13, R22, R23     and R33 
 
THE MODEL’S STATIONARY PROBABILITY DISTRIBUTION  
If ρ < 1, assign (Q, H) be the stationary probability distribution of the process {(Q(t), H(t)); t ≥ 0}. Represent, πn = (πn1, 
πn2, πn3), n ≥ 0;  
πnj = Pr {Q = n, H = j} =lim t→∞ Pr {Q(t) = n, H(t) = j}, (n, j) ∈ Ω.  
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Theorem 3: If ρ < 1, the stationary probability distribution of (Q, H) is indicated by 
 

 
Proof: Using the technique from [15], we have 

πn = (π01, π02, π03)= πnRn  π  = (π01, π02, π03, ) Rn, n ≥ N.  
For n ≥ N. 

 

 
Substituting Rn into the above equation, we get the required equations. However,  π0 satisfies the equation   
Πn(B00 + RC00) = 0 

 
The following equations are computed from ܤ଴଴ + ଴଴ܥܴ  

 
Using normalizing condition, we get 

 
The probabilities of the server in various state are respectively as follows. 
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THE MODEL’S PERFORMANCE MEASURES  
The prob. that the server is busy is Pb = Pr {J = 3}= P3  
The prob. that the server is free is Pf = Pr{J = 1} + Pr {J = 2} = P1 + P2=1-Pb  
Assume that L denotes the number of customers in the system, subsequently 

 

 
NUMERICAL RESULTS  
 
By fixing the values of μv = 4.0, μb = 3.0, p = 0.3, q = 0.7, and extending the values of λ from 1.0 to 2.0 incremented 
with 0.2 and extending the values 1ߠ from 1.0 to 3.0 insteps of 1.0 subject to the stability condition the values of E[L] 
are calculated and tabulated in Table 1 and the corresponding line graphs are drawn in the Figure 1. From the graph 
it is inferred that as λ increases E[L] also increases as expected. 
 
By fixing the values of μv = 4.0, μb = 3.0, p = 0.3, q = 0.7, and extending the values of λ from 1.0 to 2.0 incremented 
with 0.2 and extending the values 2ߠ from 1.0 to insteps of 1.0 subject to the stability condition the values of E[L] are 
calculated and tabulated in Table 2 and the corresponding line graphs are drawn in the Figure 2. From the graph it is 
inferred that as λ increases E[L] also incerases as expected. 
 
CONCLUSION  
 
In this paper, we analyzed an M/M/1 queue with second optional working vacation. Using matrix-analytic technique, 
we obtained the necessary and sufficient condition for the system to be stable. We derived the stationary probability 
distribution. We calculated some performance measures. Some numerical examples are illustrated to show the 
model’s stability 
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Table 2: E[L] with turnover of λ 
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The study is intended to optimize suitable methods for high frequency callus induction and regeneration 
system in the medicinal rice variety Navara under in vitro conditions.MS media supplemented with 
2.4mg/l of 2, 4, - D produced the maximum amount of greenish colour callus. The combination of BAP 
and KN in the ratio of 0.1mg/L and 1.6mg/L offered a best shoot regeneration and multiplication than the 
other concentration. The well-developed hairy roots were observed in MS medium supplemented with 
1.2mg/l of NAA which attained maximum length of root. Hence, the study revealed that the addition of 
NAA plays a vital role in the formation of roots of paddy Navara. The seed required low concentrations 
of KN and NAA for regeneration than other paddy varieties and also low concentration of growth 
hormone produced high regeneration. This is an initial study for in vitro regeneration of Navara on MS 
media. Further studies will be carried out for creating variations and transformation study in Navara.  
 
Keywords: Medicinal Rice, Navara, in - vitro regeneration, 2,4-Dichlorophenoxyacetic acid , 6-
Benzylaminopurine, Kinetin, Indole Acetic Acid. 
 
 
INTRODUCTION 
 
Rice is the staple food of many countries so, with the growing demand it is very important to ensure the constant 
availability of more rice at less cost.  Lifestyle-related diseases are rampant among the world's urban population due 
to rapid urbanization and lifestyle change. All around the world, there is a great attention towards alternative 
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holistic therapies. “Food as medicine” is the key emphasis in food industries across the globe. The biological 
property of the food is attributed by its nutritional richness, mineral (micro and macro) content, vitamins, bio active 
compounds and also its functional, antioxidant and other physiologically active therapeutic properties (Valko et 
al.,2007).Navara is one of such important Indian medicinal rice variety, grown in Southern India and is used mainly 
for Ayurvedic treatments (Deepa et al.,2008; Simi and Abraham, 2008). It is considered as gold among the paddy 
varieties. It is believed to be a progenitor of Asiatic rice with an unadulterated gene pool.  It is presently used in 
limited Ayurvedic preparations / treatments. It is bestowed with many medicinal properties and the medicinal 
quality of this rice is preserved by milled rice (Deepa et al.,2008). 
 
However, conventional propagation methods have several disadvantages such as the unavailability of large-scale 
true-to-type planting materials and vulnerability to environmental changes. Thus using biotechnological approaches 
the regeneration methods can be enhanced along with the variability. Every plant cell considered to be totipotent. 
The plant has a potential to readily regenerate from the cultured tissue has been considered as a powerful tool for 
crop improvement and the simplest form of genetic engineering (Larkin and Scowcroft 1981).In vitro culture of rice 
was started with the excised roots and immature embryos using nutrient media supplemented with various 
concentrations of phytohormones (Fujiwara and Ojima 1995; Amemiya et al.,1956).  Rice was the first cereal to 
regenerate into whole plant by in vitro regeneration (Vasil 1982 and Vasil 1983). Among 66 rice varieties japonica 
varieties showed high callus yield and regeneration ability while indicarice havevery poor response towardsin vitro 
culture (Abe and Futsuhara 1986).The frequency of plant regeneration from callus in indica rice improved with 
cytokinins with thidiazuron  (Tian et al.,1994).Addition of tryptophan to different combinations of auxins and 
cytokinins in MS media increased the embryogenic callus Massod Swat- II rice variety (Ihsan et al., 2005). The low 
concentration of dextrose exhibited the maximum shoot and root growth. Maltose showed the moderate growth 
response of shoot and root length of Basmati rice(Ruby et al., 2007).The maximum percentage of shoot regeneration 
was recorded at MS media supplemented with 4.0 mg/L of KN+1.0 mg/L NAA and 2.0 mg/L BA for both varieties of 
aromatic rice. BRRI Dhan 50 (Bangla Moti) and BRRI Dhan 34 (Khaskhani) (Ashrafuzzaman et al.,2012).Likewise the 
in vitro performance of high yielding varieties of Govind, Jaya, Pusa Basmati-1,BRRI dhan28, BRRI dhan29, BRRI 
dhan47, Binadhan-7, Khitish, IR 64, IR 36, IR 72, PNR 546, Swarna, Taraori Basmati and Gobindabhog were 
successfully regenerated using MS medium with various concentration of 2,4-D, IAA, BAP and KN (Verma et 
al.,2012; Anita et al., 2012; Alam et al., 2012). The optimized regeneration for six aromatic immature embryo rice 
namely, Chinigura, Kalijira, Radhuni Pagal, Modhumala, Kataribog and Mohonbhog by the combination of BAP and 
IBA (Zahida et al.,2014) 
 
Despite its distinctness among traditional rice strains as a medicinal plant, it is only in recent times Navarahas 
become the focus of research.. The medicinal value of Navara is being recognized increasingly which can be 
understood from the fact that recently a website on Navara has been launched by the agriculturists, scientists and 
producers. Thus, there is a need to improve the existing germplasm of Navara by introducing variability into plants 
that could be utilized for crop improvement which further also depends on their regeneration capacity. There was no 
regeneration system has been reported earlier in Navara. Therefore, the study intended to optimized suitable method 
for high frequency callus induction and regeneration system in medicinal rice variety Navara under invitro 
conditions. 
 
MATERIALS AND METHODS 
 
Collection of Plant material 
Seeds of Navara variety were collected from organic farmland at Musiri Salem Dt, Tamil Nadu. Itis a pigmented 
variety, having a black seed coat and dehusked seed are red in colour (Fig 1). The paddy was authenticated by Dr. S. 
John Brito, The Director of Herbarium, St Josph College, Trichy with Accession Number is SVB001 (Fig 1). 
In vitro regeneration of Navara seed 
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The dehusked seeds were washed under running tap water for 30 minutes and with Teepol or soap solution for 5 
minutes. After rinsing with sterile distilled water, they were surface sterilized in 0.1% (w/v) HgCl2 for 10 minutes 
and again rinsed thoroughly with sterile disteilled water. The rice grains were then transferred on control MS 
(Murashige, Skoog, 1962) basal medium containing various concentration of 2,4-dichlorophenoxy acetic acid (2,4-D), 
Kinetin (KN), 6-Benzylaminopurine (BAP)and Naphthaleneacetic acid (NAA). 
 
Callus Induction medium 
MS medium supplemented with 3% sucrose, 0.8% agar, different concentrations of 2,4-dichlorophenoxy acetic acid 
from 0.8 – 4 mg/L with an intervals of 0.8 mg/L. Seeds were tested with triplicate experiments with 24 h dark period 
was maintained. 
 
Regeneration medium   
The greenish colour healthy embryogenic callus was selected and placed on regeneration medium containing KN, 
BAP and NAA. 16 h photo period and 8 h dark period was maintained for regeneration of calli. The efficiency was 
calculated as: 
 
Regeneration efficiency (%) = Total No. of regenerated plants / Total No. of callus  –  induced seeds × 100. 
 
RESULTS 
 
Effect of 2, 4, -Don callus induction 
The callus initiation was observed after 9 days of incubation of the cultured seeds in the callus induction medium 
(Table 1 and Fig. 3). The callus induction was observed after five weeks of inoculation. It was noticed that MS media 
supplemented with 0.8, 1.6, 2.4, 3.2 and 4.mg/l of 2, 4, -D produced appreciable amount of callus. The lowest 
concentration (0.8mg/l) of 2, 4, -D produced 42% of callus which had 47±3mg of weight with white colour appearance 
of induced calli. The maximum number of callus was produced by 2.4mg/l of 2, 4, - D which formed intense greenish 
colour callus with 521±23 mg weight. The effects of using only 2, 4, D during callus induction is more efficient than 
using 2,4-D in combination with other growth regulators. It was observed that the plant regeneration ability of plated 
calli depends on the callus inducing media. 
 
Effect of KN, BAP and NAA for Shoot and Root Generation 
The effect of BAP and KN on shoot multiplication in selected rice variety was calculated and the results were showed 
in Table 2 & 3and Fig. 3,4&5 respectively.  The maximum shoots were obtained in MS media supplemented with 
1mg/l of BAP and various concentration of KN like 0.4, 0.8, 1.2, 1.6 and 2.0mg/l. Shoots were protracted and showed 
dark green in colour. It revealed that the length of shoots increased engaged by BAP and KN concentration with the 
maximum shoot length was 6.6cm followed by 5.7 cm respectively. Therefore, the combination of BAP and KN in the 
ratio of 0.1mg/L and 1.6mg/L offered a best shoot regeneration and multiplication. The current study showed that the 
roots were well developed in MS medium supplemented with 1.2mg/l of NAA which attained 3.7cm length.. Hence, 
the study revealed that the addition NAA plays a vital role for the formation of root of paddy Navara. The present 
study showed that best combination for regeneration is MS with 2mg/l KN and 1.2mg/l of NAA which furnished 
regenrants with an average height of 6.6cm after37 day of incubation. The highest percentage of shoot generation 
efficiency of Navara was 86.7%.  
 
DISCUSSION 
 
Tissue culture generates a wide range of variation, which is resulted with supplementation of 2,4-D for callus 
induction (Rasheed et al., 2005). 60-100 per cent of the cultured seeds formed callus by concentrations of 2,4-D and 

Bakiya Lakshmi and Kalaivani 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73620 
 

   
 
 

also they proved 2.4 mg/l 2,4-D to be the most favorable for callus induction and callus  proliferation (Pandey et 
al.,1994; Shankhdhar et al.,2002; Tam and Lang, 2003; Naqvi et al.,2005. Jaseela et al.,2009). The same result was 
reported by Azrla and Bhalla of getting callus from Australian variety of rice in MS medium supplemented with 
2.0mg/l of 2,4,D. The present study also revealed that 2.4mg/l of 2, 4, D was effective for  highest number of callus 
induction by increase in the rate of cell division and this attributes to the increased amount of callus. 
 
Likewise, Ritu mahajan et al.,(2013) Sharma et al., (2012) observed better response of callus proliferation and shoot 
bud regeneration on MS medium supplemented with 2.0 mg IBA and 1.0 mg NAA in immature embryos of three 
indica rice varieties (Heera, Pankaj & Basmati-370 . Liu et al. (2002) also investigated with young embryos of grain-
straw-dual-use rice 201 and found that 0.05 mg NAA with 2 mg BA L-1 was the most suitable differentiation 
medium for immature grain-straw-dual-use rice embryos.  Rituet al.,2013 revealed that the optimum concentration of 
2,4-D was2.0mg/l, effective for callus induction. Best combination of plant growth regulators that resulted in plantlet 
regeneration from callus was 2 mg/l 2,4-D , 0.5 mg/l KN and 2 mg/l NAA in both the Ranbir basmati and Basmati 37 
leading to 84.67% and 83.33% shoots respectively. In this swot up the paddy required low concentration of KN and 
NAA for regeneration than other varieties and also low concentration of growth hormone produced 86.7% of 
regeneration. This is an initial study for in vitro regeneration of Navara grows on MS media. The further study will be 
carried out for creating variation in Navara. 
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Table 1 – Effect of 2,4, -D on Callus Induction of Navara Rice using MS Media 
Conc. (mg/l) Percentage of Callus formation Frequency Weight of the callus (mg) Colour of the callus 

0.8 42 47±3 White 
1.6 62 134±13 Pale yellow 
2.4 87 521±23 Intense green 
3.2 81 405±19 Light green 
4.0 77 301±13 Light green 

 
Table 2. Effect of KN and BAP for Shoot Generation using MS Media 

Concentarion (mg/l) Percentage of Regeneration Length of Shoot (cm) 
0.1 + 0.4 46.7 3.8 ± 0.1 
0.1 + 0.8 66.7 4.3 ± 0.4 
0.1 + 1.2 80 5.7 ± 0.2 
0.1 + 1.6 86.7 6.6± 0.1 
0.1 + 2.0 73.3 4.8± 0.1 

 

Bakiya Lakshmi and Kalaivani 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73622 
 

   
 
 

Table 3: Effect of NAA for Root Generation 
Conc. mg/l Length of Shoot (cm) Type of Root 

0.4 1.6 ± 0.1 Thread like root 
0.8 2.2 ± 0.4 Small thread like root with less root hair 
1.2 3.7 ± 0.2 Long well developed root with root hairs 
2.0 2.8± 0.1 Small thread like root with less root hair 
2.4 3.2± 0.1 Small thread like root with less root hair 

 

  
  

Fig: 1. Navara Paddy and Rice 

 

 
Callus induction test 

 

Fig. 2 Herbarium of Navara Paddy Fig. 3: In Vitro Regeneration of Navara on MS Media 
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Appreciable values result for callus formation appears in 
green colour 

Fig. 4 Callus induction on MS medium 
supplemented  with different concentrations of 2,4-
D 

Fig. 5. 35th Day ofcallus induction on MS callus induction 
medium supplemented with different concentrations of 
2,4-D 

 
Tested different concentrations of naphthalene 

acetic acid on MS regeneration medium  
Fig .6 Regeneration of Navara in MS medium 
 

Fig .7. 2.0 mg/ L Kinetin and 1.2 mg/ L naphthaleneacetic 
acid shows consistent green color appearance on the 9th 
day and appreciable regeneration of rice with a height of 
6.6 cm length at 37th day 
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The present research introduces an environment-friendly technique for passive heat removal from a 
building’s reinforced concrete roof to maintain it at lower temperatures. The arrangement consists of a 
reinforced cement concrete roof with several reinforced steel bars and building a  parapet by vertically 
extending the reinforced steel bars and installing an open-ended water piping system with several pipes. 
From the experimental investigation, it has been revealed that passive heat removal from the concrete 
roof results in a 5 to  10°C reduction in its temperature, with the sensible heat removal rate ranging from 
800 W/m2 per hr to 850 W/m2 per hr; consequently, lowering the space cooling load by 15%. 
 
Keywords: Air conditioning, Building passive cooling, Cement concrete roof slab, Cooling load, 
Thermal radiation,  
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INTRODUCTION 
 
Some of the most expensive energy bills in any house are space heating, cooling, and water heating[1].A cool roof is 
designed to reflect more sunlight than a standard roof, absorbing less solar energy[2]. It reduces the structure’s 
temperature in the same way as wearing light-coloured clothes keeps us cool on a hot day[3]. During the summer 
season in tropical countries, the heat obtained by the concrete slab is around 832.2 W/m2 per hr after accounting for 
different losses, and the heat gained by the reinforced metal rods or bars in the slab is almost the same. As a result, 
conventional roofs may achieve 65°C or more on a hot summer day. A reflective roof might keep more than 28°C 
cooler under the same circumstances[4]. Lowering heat movement from the top into the inhabited area may save 
energy and expenditure in buildings with air conditioning. It increases comfort and safety in buildings without air 
conditioning[5]. Most cool roofs have a high thermal emittance by emitting thermal infrared radiation[6]. Heating 
and cooling account for a considerable portion of the energy expenditures for the ordinary home or business facility. 
In hot climates, the roof of a structure, the most exposed surface to solar radiation, may play an essential role in 
building sustainability by absorbing substantial thermal energy[7]. Many passive solutions, such as reflecting roof 
systems, green roof systems, and thermal insulation systems, have been used to limit heat gains into the structure. 
 
LITERATURE REVIEW 
Reflective roof systems in tropical areas significantly minimize maximum   solarheat intake by reflecting solar 
radiation by around 90% during hot months[8]. Many materials have been suggested for use in solar heat 
radiation  shielding. US20140248467A1 reveals solar heat- reflecting roofing granules an their US64 
23129B1  discloses the use of ceramic-containing coatings and additives[10]; US6933007B2 discloses the use of 
reclaimed porcelain[11]. However, reflecting roof materials have limited utility and lose their reflectivity with 
time. Highly reflective roofs may cause eye discomfort and glare, making them unsuitable for regions along flight 
routes. As a result, the geography of the site and building codes restrict its implementation in certain circumstances. 
A lightweight, pre-seeded, fully-contained, multi-layered modular green roof system that supports plant life and 
allows rainfall to flow through onto building roofs is described in patent application US20100126066A1[12].Yang He 
et al.,[13]determined the thermal and energy performance variations between two distinct roof types in Shanghai’s 
climate. First, a field experiment was carried out in the Shanghai region. Cool roofs and common roofs were all 
measured in the summer and winter. The findings revealed that the cool roof had an average cooling impact of 3.30C 
on the outer roof deck surface compared to the conventional roof. During the summer, the green roof had a cooling 
effect of 2.90C. The green roof was useful in the cold. The authors also mentioned that insulation might increase the 
outside surface temperature of the roof deck by an average of 3.3 degrees Celsius. Nutkiewicz et al., [14]presented an 
energy modelling framework to study how building design choices affect the onset of heat stress and energy-
intensive cooling demand. Authors demonstrated that residents in tropically situated informal settlements are the 
most sensitive to year-round heat stress. Up to 98 percent of yearly heat stress exposure may be reduced by 
upgrading the building envelope, which minimises yearly heat stress exposure by up to 91 percent.  
 
Rawat and Singh[15]highlighted cool roof thermal performance with various kinds of surface coatings in various 
climatic zones for buildings, along with extra advantages, limits, and suggestions for further study work. Their 
findings may assist engineers, researchers, residents, and architects understand the advantages of cool roofs in 
reducing energy consumption demand in dwellings in a sustainable, cost-effective, and energy-efficient manner. 
Authors mentioned that the average energy-saving impact of the roof ranges from 15% to 35.7% in various climatic 
zones (Temperate, Tropical, Composite, Hot, and Warm-Humid). In addition, cool roof technology   may   reduce   
average   roof surface temperature by up to 4.7 degrees Celsius. Yazdani and Baneshi[16]found that, for hot and 
humid climates, green roofs with regular watering systems are the optimum roof approach, reducing yearly thermal 
loads of the reference building  with the standard concrete roof by 17.8–171.4 kWh/m2 (21.3–66.0percent), 
depending on thermal mass and insulation levels.  Dynamic cool roof   outperforms both dry and wet green roofs in 
hot summer-cold winter cities, potentially reducing yearly energy consumption by 11.8–66.7 kWh/m2 (22.4–
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35.4 percent).The WRF-Chem model,in conjunction with a single-layer urban canopy model, is used by Zhong et 
al., [17] to simulate three heat wave and high ozone pollution occurrences in Shanghai, China. Sensitivity tests on 
green roofs and cool roofs are conducted, and the findings reveal that both green roofs and cool roofs can 
successfully decrease urban heat islands.   Their   cooling efficiencies   are comparable even if their cooling processes 
are different. Chen et al.,[18] integrated radiative sky cooling materials into buildings as part of a super-cool 
roof approach to deploy passive cooling technology. Authors conducted comprehensive   assessments   on   
techno- economic and environmental performance of super-cool roof applications in China by combining model 
development, experimental   validation,   and   numerical modelling. A unique radiative sky cooling- based super-
cool roof model was created by authors in  which the entire spectrum selectivity of radiative cooling materials was 
integrated, and the model was experimentally verified with root mean square errors of less than 4.69 percent, 
demonstrating its accuracy. Broadbent et al.,   [19] discovered   that   installing cool roofs uniformly, rather than 
targeted, provides an average 0.66°C temperature reduction in the highest heat sensitivity area and a 0.39°C 
temperature reduction in the lowest heat sensitivity area. Targeting cool roof implementation results in 0.45°C 
cooling in the most sensitive areas versus 0.22°C cooling in the least sensitive areas, indicating that needs-based 
targeted cool roofs in high sensitivity areas provide more relief than cool roofs targeted in low sensitivity areas, thus 
providing more cooling where it is most needed. Through Weather Research and Forecasting (WRF) model 
simulations, Baik et al., investigated the impacts of cool-roofs on temperature and wind conditions in Seoul, South 
Korea during the 2018 heat wave[20]. They found that cool roofs reduced the 20C temperature, 10-m wind speed, 
surface sensible and latent heat fluxes, and planetary boundary layer height during the day. They also reported that 
the cool roof- induced drop in near surface temperature diminishes with rising heat wave severity. Despite the many 
benefits of green roofs, the fundamental restriction of these systems  the expense of installation since the underlying 
structure must be upgraded to withstand the additional weight. Thermal insulation solutions assist in reducing 
energy use and expenses while maintaining the required degree of comfort for building occupants. US7818922B2 
describes a thermal insulation system for a building that includes several spaced-apart support components filled 
with insulator foam[21]. CA2419318A1 describes an improved method and equipment for insulating a building roof 
that employs a stiff thermal insulating panel positioned between roof rafters[22].Sinsel et al., [23]used the 
microclimate model to perform sensitivity research on super cool roofing materials’ effects on outdoor air 
temperature compared to regular cool roofs and green roofs.  
 
Authors revealed hat super cool roofs offered 0.1 to 0.15 K greater cooling than cool roofs and green roofs, with an 
averaged street-level air temperature cooling of roughly 0.85 K in periods of intense solar radiation. The results also 
revealed that super cool roofs might reduce pedestrian- level air temperatures by up to 2.4 K in certain places. 
However, geographical research revealed that colder air from the roof prevents street canyons from exchange 
invertical air. Finally, the street-level cooling effectiveness of all three roof types is anticipated to decline non-linearly 
with increasing building height by about 0.003 K per metre and to halt at around 100 m. Vinod Kumar et al., 
[24]evaluated the benefits of a polystyrene foam-aluminum radiation reflector double skin system for usage as a 
passive cool roof in a desert environment such as Oman, as well as the impact of air ventilation as a thermal barrier 
between the double skin layers. The experiment was conducted in three phases for air ventilation between 
polystyrene- aluminum radiation reflector layers 0, 20, and 40 cm. Field testing indicated that a considerable 
reduction in indoor and roof slab temperatures was found for polystyrene-aluminum radiation reflector passive cool 
rooms as compared to a standard bare roof. Experiment results showed that, when compare to a traditional roof, the 
room air temperature of a double skin polystyrene aluminum radiation reflector was reduced by 2.420C (6.7 
percent), 3.690C (10.4 percent), and 4.70C (12.8 percent) for 0, 0.2 m, and 0.4 m air ventilation between the 
polystyrene foam an aluminum reflector, Celsius (16.8 percent), 8.1 degrees Celsius (24.5 percent), and 11.11 degrees 
Celsius (31.9 percent), respectively. The interior air and roof surface temperature of the passive cool roof decreased 
as the air ventilation increased from 0 to 0.4 m. Saw et al., [25] evaluated the thermal performances of the closed-loop 
pulsing heat pipe roof system and compared it to the design of the bare metal roof system. The testing findings 
indicated that the cool roof system with heat pipe technology could decrease the attic temperature from 34 degrees 
Celsius to 29.6 degrees Celsius, a 13 percent drop in temperature compared to the bare metal roof design. According 
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to the findings, the heat pipe cool roof system is a potential solution for attic retrofitting interventions to increase 
thermal comfort in the structure. 
 
Motivation Behind the Research 
None of the patents and research articles mentioned above allows installations that have been established before the 
construction of a reinforced concrete cement roof slab, parapet enclosure, or any piping or ductwork. As a result, 
there has long been a perceived need in the art to give a cost-effective and straightforward enhancement in design 
via the use of passive measures of thermal insulation in buildings. Hence it is necessary to minimise the limitations 
mentioned above by using a simple change in roof design for cost-efficient for ordinary households. The main 
objective of the present research is to provide a method for passive heat removal from a building’s reinforced cement 
concrete roof slab. The current research deals with the passive heat removal from a building’s reinforced cement 
concrete roof slab for more significant energy savings by constructing a roof slab from several reinforced steel bars, 
constructing a parapet enclosure by extending the reinforced steel bars from the roof slab, installing an open-ended 
piping system with several pipes that include pipe for cold water inlet and pipe for hot water outlet, and welding the 
bars to the pipes. 
 
RESEARCH OBJECTIVES 
 
The objectives of the present research work are as follows: 
 

a. The primary object of the present invention is to provide a method for passive heat removal from reinforcement 
cement concrete roof slab of a building. 

b. To estimate energy saving and reduction in the cooling load of the space. 
c. To investigate the additional advantages of the proposed structure. 

 
Projected energy-efficient structure 
Following Figure. 1 depicts a perspective view of the present investigation’s reinforced cement concrete roof slab 
components. constructing a reinforced cement concrete roof slab from several reinforced steel bars, extending the 
reinforced steel bars from the reinforced cement concrete roof slab, installing an open-ended piping system A 
reinforced concrete roof slab forms a heat exposed building roof surface. Reinforced steel bars were placed to make a 
mesh in the inner concrete section using standard techniques and cement concrete construction components to 
produce a heat exposed surface of a building roof. The reinforced steel bars were extended uprightly, resulting in a 
plurality of vertically extended reinforced steel bars with different pre-determined elevations, and constructed a 
parapet enclosure of the building roof by placing cement concrete building elements. The height of the strengthened 
steel bars in the parapet enclosure will provide consistent water flo from the piping system after the thermosyphon 
effect. An open-ended piping system Has several horizontally extending pipes for cold water intake and hot water 
output. The open-ended pipe system is at least 150 mm distant from and parallel to the parapet wall. All pipes are 
installed and attached to the vertically extended reinforced steel bars on the inner side of the concrete parapet 
enclosure. Welding is used to fastening all of the pipe work to the vertically extended reinforced steel bars in an 
airtight seal .Because of the thermosyphon effect, the slope assures hot water circulation and removes the need for 
external energy sources such as electricity for water movement. Passive thermal energy absorption occurs through 
conduction from the reinforced cement concrete roof slab to the reinforced steel bars and from the vertically 
extended reinforced steel bars to the cold-water inlet pipe, and from the pipe to the cold water flowing inside the 
pipe. This increases the temperature of the water, causing it to rise due to the thermosyphon effect, and this occurs 
without the usage of any external energy source. The hot water is then removed and collected in a how water tank 
for later home-usage. Another procedure is adding cold water and removing hot water until thermal equilibrium is 
reached. This also contributes to lowering the internal temperature of the structure during hot weather. The cold 
water is supplied from an overhead tank through the open-ended piping system. The hot water collection from the 
circulation and storage in a hot water tank for later use, home or industrial. 
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EXPERIMENTAL INVESTIGATION 

 
The following experimental steps demonstrate how the different features of the present structure work: 

a) The experiment was conducted in Nagpur (Maharashtra), a tropical area of India, throughout March, April, 
and May. 

b) A roof slab was built from a series of reinforced steel bars (10 mm) extended vertically to form a parapet 
enclosure to which a plumbing system was attached. 

c) The roof slab had a 1000 mm × 1000 mm size and a thickness of 100 mm. 
d) The piping system was built of galvanised iron pipes (GI-pipe) with a diameter of 15 mm, which were welded 

to vertically extended reinforced steel bars. 
e) The plumbing system was set back parallel to the parapet wall by 150 mm. 
f) The piping system was designed with a slope to the pipes, with the cold-water input end at 150 mm and the 

hot water exit at a higher elevation point of 250 mm from the slab. 
g) Considering different losses, the heat gained by the concrete slab was roughly 832.2 

W/m2per hr. 
h) The temperature of the slab was measured to be about 72°C. The water temperature in the pipe system raised 

from an initial temperature of approximately 30°C to a final temperature of about 65°C, resulting in a 35°C 
increase in water temperature. 

i) The temperature of the reinforced concrete cement slab was reduced by around 8°C, and a heat removal rate 
of approximately 830 W/m2 per hr was recorded, 

j) It decreases the cooling demand by 15-20%. 
k) The hot water collected was then utilized for residential and industrial uses. 

 
CONCLUSION 
 
The present investigation deals with a passive heat removal approach from a building’s reinforced concrete roof 
provide a way for cooling a building’s roof and the structure’s interior temperature. From the experimental 
investigation, the following conclusions are drawn: Using the proposed system, the reinforced concrete slab’s 
temperature has been reduced by 5°C to 10°C with a heat removal rate of 800 W/m2 per hr to 850 W/m2 per hr the 
electrical demand for cooling is reduced by 15% to 20%. The reinforced concrete slab’s temperature was reduced by 
5°C to 10°C. Cooling load is reduced by 10% to 20%, hence living in comfortable circumstances. Longer energy 
duration with a positive attitude Reasonably priced The system is simple to construct and use. There is no need for 
maintenance, and there is no energy waste. Water is not wasted, which is good for the environment. Hot water 
would be used for secondary purposes, such as washing, cleaning, and bathing. For use in 
industry, hot water can be used for manufacturing. 
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Figure1:Proposed Energy efficient structure 
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A larger section of the Indian population uses groundwater for its domestic and irrigation needs. In the 
present study, 30 groundwater samples from different locations of Hunsur taluk of Mysore district in 
Karnataka, India, were analysed for quality assessment. Handpump samples were collected from three 
seasons that were categorized namely as“pre-monsoon, “during monsoon” and “post-monsoon seasons 
of 2019 and comparative studies were undertaken to analyze their basic physico-chemical composition 
and hydrogeo-chemistry for suitability for drinking and irrigation. Hydro-geochemical facies was 
performed using different graphical representation techniques such as Piper, Gibbs and Schoellers 
diagrams that characterized the different geochemical marks in groundwater samples on the basis of 
their ion, water type and the interaction of water with the underlying rock and the role of the process of 
evaporation and condensation that affect the overall quality of water. Principal component analysis was 
used as a statistical extraction tool to study the relationship of various confounding variables that add to 
the variance in seasonal outputs. Holistically our study firstly highlight the merit of using graphical 
illustrative hydrogeo-chemical facies as a technique to analyse the chemical nature of the groundwater 
in the area and help assess the environmental impact of anthropogenic activities on the surrounding 
environment. Such analysis pave the way for management strategies for water resources, 
environmental assessment, and making informed decisions about the use and protection of 
groundwater resources. 

 

ABSTRACT 

 RESEARCH ARTICLE 
 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:noushinshariff7@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73632 
 

   
 
 

Keywords: Hydro-geochemical facies; Hunsur taluk; Piper, Gibbs and Schoellers diagram, Principal 
Component Analysis; Groundwater. 
 
INTRODUCTION 
 
The Indian aquifers have seen a stark decline in their water levels(Gosain et al., 2011; Saha & Ray, 2019).This could 
be attributed to the advancing demand for anthropogenic activities of agriculture, cooking and the need for 
drinking water. Besides, not only have these activities increased the demand for groundwater supply, they also put 
it at risk of contamination from other activities of domestic, industrial and agricultural practices(Singh et al., 2020,). 
India being an agricultural nation, it is imperative to thoroughly study the quality of these groundwater resources as 
they directly impact the health of millions of people dependent on it(Sarath Prasanth et al., 2012; Singh et al., 2018) 
The groundwater resources that fall in the Indian state of Karnataka generally fall under the crystalline rock zone 
and are subjected to umpteen seasonal hydro geological weathering processes of rock-water interactions, 
evaporations and condensation(Afshan et al., 2022; Ramakrishnaiah et al., 2009). The quality of water portability 
that is usually evaluated on the balance between the cation and anion composition of ground water is often altered 
with the seasonal variations of anthropogenic activities such as agricultural use of pesticides, industrial runoffs and 
sewage discharges(Prokop & Walanus, 2015; Sharma et al., 2017). Therefore, understanding the aquifers systems in 
terms of their geochemistrywill help in management of groundwater resources/aquifers for their sustainability. 
Since groundwater contributes towards global water-resource, protecting it from subsurface pollution is 
warranted(Panghal & Bhateria, 2021). Hydro-geochemical facies is used in hydrogeology to classify and describe 
different chemical compositions or characteristics of groundwater, rocks, and sediments within a hydrogeological 
system(Chai et al., 2020). It provides a way to categorize groundwater based on its chemical composition. It helps 
inunderstanding the water chemistry in terms of theratioand concentrations of Ca2+/Mg2+/SO4/NO3/Cl-ions, trace 
elements, and isotopic ratiosand their interaction and dependence on each other(Ahmad et al., 2020).These 
parameters can be used to distinguish between different sources of groundwater and to assess water quality.  
 
It further helps in identifying the origin and source of groundwater and can provide insights into changes in water 
quality(S. Gour et al., 2023). They play a significant role in assessing the environmental impact of activities like 
mining, industrial processes, and land use changes. By analysing changes in groundwater chemistry and associating 
them with specific facies, it is possible to determine the impact on the surrounding environment(Kumar et al., 2022). 
Anthropogenic activities can offset the natural balances in the hydro geochemical properties of water and add to 
sub-surface pollution(Balogun et al., 2022). Effective management of groundwater resources, that provide for both 
cattle and man helps inunderstanding the natural, geologically controlled baseline chemistry of the water beds. This 
is especially important if the impacts of contaminants on groundwater are to be clearly ascertained(Saroli et al., 
2019). The present study was carried outin Hunsur taluk of Mysore district of Karnataka, India.  30 hand pumps 
groundwater samples were collected during 3 predominant seasons as pre-monsoon, during-monsoon and post-
monsoon ofthe year of 2019 to identify groundwater areas that were suitable for pumping which would help in 
catering to the domestic and agricultural needs of the local population. All water samples were analysed for their 
hydro-geochemicalfacies usingdifferent graphical representation techniquessuch as Piper diagram(Ferhati et al., 
2023), Gibbs plot(Sulaiman et al., 2023)&Schoellersdiagram(Gomaa et al., 2023) that characterize different 
geochemical marks in ground water samples on their ion types, the water type, the interaction of water with the 
underlying rock, the role of the process of evaporation and condensation that affect the overall quality of 
water(Igibah & Tanko, 2019; Zhi et al., 2021). Furthermore principal component analysis was used as a statistical 
extraction tool to study the relationshipof various confounding variables that add to the variance inseasonal 
outputs(Gupta & Maiti, 2023).  Holistically our study on the on the 30 hand pump samples from Hunsur taluk, 
firstly highlight the merit of using graphical illustrative hydrogeo-chemical facies as a technique to analyse the 
chemical nature of the ground water in the area and help assess the environmental impact of anthropogenic 
activities on the surrounding environment. Such analysis pave the way for management strategies for water 
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resources, environmental assessment, and making informed decisions about the use and protection of groundwater 
resources. 
 
Study Location and Climate 
Hunsur taluk, falls in latitudes 120 05’ 00” - 120 26’ 00” and longitudes 760 05’ 00” - 760 32’ 00, with an area 
encompassing of 897 km2with estimated rainfall of 873 mm(Afshan et al., 2022). It comes under Mysuru district of 
Karnataka bordered by Piriyapatna taluk north-east, Kodagudistrict on the south-east, Krishnarajanagara taluk 
north, Mysore taluk on the west, with Heggadadevankote on the southern end(Fig.1a). The area is covered with 
hilly terrain and contains red-shallowgravelly soils. The lithology of Hunsur taluk could be classified as having 
predominantly Migmatites and Granodiorite Gneiss, followed by Charnockite, Amphibolitic Metapelitic Schist and 
lastly Alluvium types(Fig.1b). Major source of occupation in the Hunsur area is agricultural, with a limited supply 
of water, thus warranting investigation of ground water resources for human and cattle consumption(Afshan et al., 
2022) 
 
MATERIALS AND METHODS 
 
The primary objective of the study was to evaluate the hydrogeo-chemical facies of the ground water and identify 
suitable areas that could be used for pumping groundwater for drinking and agricultural purposes. 30 hand pumps 
groundwater samples were collected with simple random sampling techniquein1000 ml polyethylene bottles with 
lids and either refrigerated at 4° C or immediately analysed as per the requirement. Physical constituents of water 
and hydrogeo-chemical facies were analysed following standard procedures set by WHO (2004) and BIS (2012) 
guidelines. 
 

Physico-chemicalanalysis 
Physical & chemical parameters 
pH (using potentiometry, using digital pH meter), color, odor through visual inspection electrical conductivity (EC) 
was done using potentiometry (through conductivity meter); total hardness was calculated (using EDTA titrimetric) 
and total dissolved solids (TDS) (using filtration), chloride (argentometry); calcium, magnesium sodium, potassium 
sulphate and nitrate were evaluated using (flame emission/flame photometry). All these assays were conducted 
using standardized published protocols(Lal et al., 2023; Pandey et al., 2023). 
 
Evaluation of hydrogeo-chemical facies of ground water  
To comprehend the hydro geochemical attributes of ground water, different plots were utilized specifically, Piper, 
Gibbs and Schoeller plot. These plots represent the graphical relationship characterizing different geochemical 
marks in ground water samples. The Grapher 12.0 was used to prepare the Piper diagram while Gibbs plot was 
prepared by Aquachem software. The facies represent zones with definite cation and anion concentrations and it 
depicts the diagnostic chemical character of water in various parts of the system.  
 
Piper diagram 
Piper trilinear diagram analysis was done using protocols from previous published literature(Abdessamed et al., 
2023; Chaudhary et al., 2023; Dimple et al., 2023; Ismail, Snousy, Alexakis, Abdelhalim, et al., 2023). Briefly natural 
waters have an equilibrium between distribution of anions and cations with the “alkaline earth” cations being 
mostly calcium and magnesium. Likewise the predominant anionsfall either as “weak acid” bicarbonate or 
“strong acids” such as sulphate and chloride. 
 
Gibbs plot  
Gibbs plot analysis was done following protocols from (Ismail, Snousy, Alexakis, Gamvroula, et al., 2023; Liu et al., 
2023; Selvaganapathi et al., 2023). Briefly Gibb’s plots helps in delineating factors that govern the geochemistry of 
water holistically. These plots use the concept of interaction of water chemistry with the chemistry of the underlying 
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rock type, and the influence that rock-water interactions can have on the chemical components of water. Other 
interactions that are also explored are the influence of the process of chemistry of precipitated water dominance and 
the rate of water evaporation dominance that could alter the water chemistry altogether. This is plotted as a graph of 
total dissolved solids/TDSagainstNa +K/ (Na+Ca+K) ion concentrations. Taken together the Gibb’s diagram assists in 
elucidating the nature of the groundwater chemistry of a particular area. 
 
The Schoeller Diagram 
Briefly, Schoeller diagram, is a semi-algorithmic plot where exchanges in ionic constituents’in water and rock are 
studied. There are two formats of this interaction that can take place. One in which the cations like Na+/K+in the 
water bodies get exchanged with the Mg2+/Ca2+ in the rock which is the direct affect. When the exchange is between 
Mg2+/Ca2+ in the water with the Na+/K+in therock, it is called indirect affect. Similar scenarios of exchange of anions as 
HCO3-&Cl-, are also studied. This type of analysis helps in estimation of absolute concentration of ions in the sample 
along with the ratios between various ionic constituents as seen in previous published literature (Nayak et al., 2023; 
A. Patel et al., 2023; P. S. Patel et al., 2023; Tajbakhshian, 2023).  
 
Principle Component Analysis 
Principle component analysis was done following procedures from previous published literature(Garba et al., 2023; 
Mohammed et al., 2023; Solano S et al., 2023). PCA data is reflected in terms of the decreasing order of variance in the 
sample and thus help explain the factors that contribute to the highest variability in the analysis. In other words, 
PCA study delineate the main confounding factors that influence major variability on the data set. 

Statistics 
Samples from 30 hand pumps were reported as minimum, maximum and average values. The Grapher 12.0 was 
used to prepare the Piper diagram while Gibbs plot was prepared by Aquachem software. The facies represent 
zones with definite cation and anion concentrations and it depicts the diagnostic chemical character of water in 
various parts of the system. 
 
RESULTS 
Physical & Chemical parameters 

An analysis of the physico-chemical data for the three seasons of pre-monsoon, during monsoon and post-monsoon 
is shown in Tab. 1 bearing in mind the limits set by BIS and WHO standards. “During monsoon” season showed 
higher mean values for all parameters analysed as compared to pre and post monsoon seasons. The mean values for 
EC (µS/s), TDS (mg/L), TH (mg/L), and major cations like Ca2+ (mg/L) and Mg2+ (mg/L) were beyond the limits of 
both BIS and WHO standards for all the three seasons analysed. However all major anions like HCO3-, Cl-, NO3-, and 
SO42-were within the prescribed standard limits. Comparing within the three seasons in question EC, TDS and TH 
were maximum in the “during monsoon season” as compared to the rest. The distribution of cations and anions is 
maximum again for the “during monsoon season” as compared to the other two pre and post monsoon seasons. 
Cationic distribution for all three seasons is in the order of Ca2+>Mg2+> Na+> K+. Likewise anionic distribution for 
HCO3-and Cl-was higher for “during monsoon” as compared to the pre and post monsoon season. NO3- and SO42- 
values were within the prescribed standard limits for all three seasons.  
 
Piper trilinear diagram  
The piper plot as shown in Fig 2 for the studied area during the “pre-monsoon” reveals that majority of the samples 
have Ca2+ ion, as the dominating cation, whereas few of the samples falls in the no dominant cation zone. On the 
contrary, all the samples have HCO3- and CO32- ions as the dominating anion. Overall the groundwater of the studied 
area is magnesium bicarbonate type of water. The hydrochemistry of the groundwater for “during the monsoon” has 
shifted from the dominant Ca2+ ion zone to the no dominant zone, few even shifted to the magnesium dominant 
zone. However the dominating anion remains the same i.e. HCO3- and CO32- ions, except for the sample from the 
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location Hirikyathanahali, Maragowdanahalli and Kattemalalvadi, which shows Cl- ion as the dominating anion. 
Overall the water type remains unchanged except for the above mentioned three locations. The change in the 
hydrochemistry could be attributed to the infiltration of the rain water, which might have resulted in the dilution as 
well as dissolution of some ions into the groundwater. During the “post-monsoon” the Piper diagram shows that 
overall dominance of Ca2+ cation in the water samples. Some of the samples fall in the Mg2+ dominance region, 
indicating the presence of significant amounts of Mg2+ in the water. However, the dominance of Ca2+ cation is more 
prominent. For “during monsoon season”, one location (Dhallalu) shows dominance of Na+ cation with HCO3- as the 
dominant anion. This indicates a shift in the water chemistry of this location as compared to the other locations. The 
dominance of Na+ cation suggests that the water may be influenced by the dissolution of sodium-bearing minerals, 
such as halite or soda ash. The dominance of HCO3- anion indicates that the water may have undergone carbonate 
mineral dissolution or may be influenced by anthropogenic sources such as sewage or industrial discharges.  
 
Gibbs plot  
It is evident from the Gibbs diagram Fig. 3that all the samples fall within the rock-water dominance zone for both 
cations and anions during all three seasons (pre-monsoon, during monsoon and post-monsoon), this indicates that 
the water chemistry is largely influenced by the mineral composition of the rocks in the area. In this case, the fact that 
all samples fall within the rock-water dominance zone for both cations and anions suggests that rock weathering is 
the dominant process controlling water chemistry in the study area. This could be due to the type of rock present in 
the area, which may be highly weather able and able to release large amounts of ions into the water. Other factors, 
such as climate, vegetation, and land use, may also play a role in determining water chemistry, but the dominance of 
the rock-water process suggests that rock weathering is the most important factor. Due to long time rock water 
interaction, percolations and flow through the rocky lithology has resulted in high solute concentration which is 
significantly controlling the water quality of the area. 
 
The Schoeller plot 
The Schoeller plot as shown in Fig. 4 is a useful tool to understand the dominant cations and anions in a hydrological 
system. Based on the Schoeller plot for different seasons, it can be inferred that the water chemistry of the study area 
is dominated by Ca2+ cation and HCO3- and Cl- anions during all the three seasons. The presence of these ions in high 
concentrations may be attributed to the geology of the region and the weathering of rocks containing calcium and 
carbonate minerals. However, there is a variation in the chemical composition of water in the Dhallalu location 
during the post-monsoon season, where Na+ becomes the dominating cation. This variation may be due to several 
reasons, such as the geological characteristics of the area, anthropogenic activities, or changes in the hydrological 
regime. The source of Na+ may be from the dissolution of minerals such as halite, which is a common rock salt 
mineral. It is also possible that the water has undergone ion exchange with the soil or rock matrix or due to 
anthropogenic activities such as agricultural practices that may contribute to the presence of Na+ ions in the water. 
 
Principle Component Analysis 
The Principle Component Analysis shown in Fig. 5& Fig. 6calculates eigen values, percentage of variance, and 
cumulative percentage for each principle component obtained from a principal component analysis (PCA). Eigen 
values of each principle component represent the amount of variance explained by each component. The larger the 
eigen value, the more variance is explained by that component. During the “pre monsoon season”, the first principle 
component explained 35.89 % of the total variance, second 47.66%. The first three components explained more than 
57.37 % of the variance which is also evident from the scree plot of Fig. 5a. Therefore, focusing on these three 
components to capture most of the important information in the data, Fig. 6a shows the biplot graph for the pre-
monsoon season which represents both the variables (vectors) and the cases (points) distribution. The first five 
principal components account for more than 76% of the total variance in the dataset. The first component (PC1) 
which accounts for 35.89 % of the total variance has positive loading for NO3-, SiO2, SO42-, NO3-, K+, Na+, Ca2+, Cl-, TDS 
and EC while total hardness, Mg2+, Fe, HCO3- and CO32- have negative loading. The second PCA component (PC2) 
accounts for 11.77 % of the total variance and has positive loadings for pH, Ba and PO43-. For the “during monsoon 
season the first few principal components explain a significant amount of the total variance. In particular, the first six 
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components explain more than 64% of the variance which is also evident from the scree plot of Fig. 5b. Similarly for 
the “during monsoon season” from the biplot graph in Fig.6b it can be seen that the first six components explain 
more than 64% of the variance. The first component (PC1) which accounts for 14.83 % of the total variance has 
positive loading for Cl-, Total Hardness, Mg2+, TDS, NO3-, EC, SO42-, NO3-, BOD, Na+ and PO43- while pH, HCO3-, CO32-, 
SiO2, K+ and Ca2+have negative loading. The second component (PC 2) which accounts for 12.42 % of the total 
variance has positive loading for F-, Fe and COD while it shows negative loading for Ba. Fig. 5c &6cshow the scree 
plot and the biplot graph for “post-monsoon season”. The first five principal components account for more than 76% 
of the total variance in the dataset. The first component (PC1) which accounts for 32.41 % of the total variance has 
positive loading  for HCO3-,CO32-,Mg2+,Ca2+,Fe and total hardness while SO42-,NO3-,K+,Na+,F-,TDS and EC have 
negative loading. The second PCA component (PC2) accounts for 17.01 % of the total variance and has positive 
loadings for pH only. Based on the eigen values and the percentage of variance explained by each principal 
component, it appears that the pre-monsoon, during monsoon, and post-monsoon seasons have different patterns in 
the chemical parameters being measured.  
 
DISCUSSION 
 
30 groundwater samples from different locations of Hunsur taluk of Mysore district in Karnataka, India, were 
analysed for issues of water potability. Hand pump samples were collected from three seasons that were 
categorized namely as “pre-monsoon, “during monsoon” and “post-monsoon season of 2019 and comparative 
studies were undertaken to analyse their basic physico-chemical structure and hydrogeo-chemistry for suitability 
for human use and consumption. Physico-chemical analysis was done for EC (µS/s), TDS (mg/L), TH (mg/L); major 
cations like Ca2+ (mg/L) and Mg2+ (mg/L) and major anions like HCO3-, Cl-, NO3-, and SO42.Hydro-geochemical facies 
were carried out using Piper diagram, Gibbs illustration& Schoellers plot along with multivariant statistical 
application as Principal component analysis. All results were derived with comparisons made to the WHO (2004) 
and BIS (2012) guidelines. In reference to the analysis made for physico-chemical parameters, it was seen that pH 
values for all the three seasons were within the BIS (2012) (6.5–8.5) and the WHO (2004) standards (7-8.5). The EC 
values in our study averaged from 1570 μs/cm (pre-monsoon), 1650 μs/cm (during monsoon) to 1580 μs/cm during 
(post monsoon) seasons and showed that the major EC values were slightly above the permissible limits by BIS(1400 
μS/cm), still falling in the acceptable range of 800-3000 μs/cm set by WHO. Total hardness (TH) of water generally is 
influenced to a greater extent by the concentration of cations like Ca2+ and Mg2+ ions. In our study, the TH values for 
all three seasons are slightly above the BIS (100-600 mg/L) and WHO (100 -500 mg/L) values (pre-monsoon: 677 
mg/L; during monsoon; 760 mg/L; post-monsoon: 644 mg/L), corroborating with the slightly raised values of both 
Ca2+(pre-monsoon: 148 mg/L; during monsoon; 162 mg/L; post-monsoon: 121 mg/L),  and Mg2+(pre-monsoon: 71 
mg/L; during monsoon; 75 mg/L; post-monsoon: 68 mg/L), ions. Although the values of Ca2+ and Mg2+ ions are 
raised they are within theWHO (75-200 mg/L) and BIS permissibility range (75-100 mg/L) for Ca2+concentration. For 
Mg2+ these values were again a bit higher to the acceptable but within the permissible limits of WHO (50 to 150 
mg/L) and BIS values (30-100 mg/L) range. 
 
 Concentrations of TDS in handpump samples were higher to the acceptable limits (500 mg/L), but they were in the 
permissible range set by WHO and BIS from 1500-2000 mg/L. Na+ ion concentrations (pre-monsoon: 64 mg/L; 
during monsoon; 65 mg/L; post-monsoon: 65 mg/L), K+ were within range WHO and BIS of (100 and 10 mg/L for 
Na+ and K+). Similarly, HCO3-&Cl- concentrations were also in range of 250 mg/L. Of late authors like(Hanumanta 
D. L. et al., 2023)have also investigated the suitability of borewell groundwater for irrigation purposes in Hiriyur 
Taluk, Chitradurga District. in Karnatakaalong with (Sadashivaiah et al., 2008), who studied the hydrochemical 
analysis and evaluation of groundwater quality in Tumkur Taluk, again from Karnataka, India. On analysis of data 
from the experiments on hydrogeo-chemical facies of the groundwater samples, the Piper diagram showed that all 
the samples were in Ca2+- Mg2+-HCO3 − facies belongs to temporary hardness and alkaline earth elements (Ca2+& 
Mg2+-) exceeded the alkali elements (Na+ & K+) where Ca2+& Mg2+were the leading cations in the study area. 
Furthermore, it was found that the concentration of weak acids (CO32−& HCO3−), during all the three seasons, was 
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higher than the strong acids (SO42− and Cl−).Many authors have exploited the fruitfulness of employing Piper 
diagramin their data analysis. (Hasan et al., 2023), used it to study groundwater in coastal area at Patuakhali 
District, Bangladesh. (Gyanendra & Alam, 2023), studied the groundwater resources of Manipur Valley, India. 
(Rahman et al., 2023), applied it to study the groundwater from the south-western parts of Bangladesh. Likewise 
(Chaudhary et al., 2023) further used the same application in his study of the groundwater assessment from 
Manipur, India. (Dimple et al., 2023) studied the groundwater quality of hard rock aquifer region of two Rajasthan 
districts, namely Rajasamand and Udaipur using the Piper plot analysis. (Ismail, Snousy, Alexakis, Abdelhalim, et 
al., 2023), employed the technique for analysing the groundwater suitability for drinking and irrigation purposes in 
North Assiut Province, Egypt, along with (Abdessamed et al., 2023)who studied the same in the watershed of Ain 
Sefra (south west Algeria). 
 
Likewise analysis of the Gibb’s plot further reiterated that the dominant processes that was controlling water 
chemistry in the Hunsur taluk was dominated by the phenomenon of rock-water interactionas compared to the 
other phases of precipitation- dominance or evaporation dominance. The lithology of Hunsur taluk that bears 
predominant Migmatites and Granodiorite Gneiss, followed by Charnockite, Amphibolitic Metapelitic Schist and 
lastly Alluvium type rocks showed dominant interactions with the ground water aquifers. Thus it could be 
concluded that the ground water interaction between these rocks governedthe water chemistry of Hunsur taluk 
through the process of weathering and leaching processes.Gibb’s plot references can be seen in studies from authors 
like (Selvaganapathi et al., 2023)who evaluatedthe fluoride content in groundwaters of Palacode and Pennagaram 
taluk, Dharmapuri district, Tamil Nadu, India and(De et al., 2023), who investigated the fluoride content in 
groundwater with respect to hydro-geochemical characteristics from Baruipur block of West Bengal, India. Similarly 
(Izeze et al., 2023)used the Gibbs plotfor analysis of groundwater quality from Ughelli South, Southern Nigeria, (Li 
et al., 2023)investigated the influence of fluoride sources in desert groundwater from Cherchen River Basin, 
northwestern China, (Ismail, Snousy, Alexakis, Gamvroula, et al., 2023)assessedits usefulness in analysis of the 
groundwater quality in West El Minia District, Egypt and (Liu et al., 2023)evaluated it in the quality ofgroundwater 
from Tailan River Basin, Xinjiang, China. 
 
Similarly the Schoeller plot for different seasons, conferred that the water chemistry was dominated by Ca2+ cation 
and HCO3- and Cl- anions during all the three seasons which could be from weathering of rocks containing calcium 
and carbonate minerals.(Nayak et al., 2023), (A. Patel et al., 2023), (P. S. Patel et al., 2023), (Tajbakhshian, 2023), 
and(Manu et al., 2023), have utilized the Schoeller plot in their ground and surface water quality analysis studies. 
Overall analysis through Principle Component Analysis suggested that the chemical parameters measured exhibited 
different patterns during the three seasons, and were- more highly correlated during the pre-monsoon and post-
monsoon seasons as compared to the during monsoon season.Many authors have exploited the usefulness of the 
application PCA in studying ground and surface water quality. (Garba et al., 2023), in their study highlighted the 
variation in ground water quality was because of the anthrogenic action and geogenic processes. (Mohammed et al., 
2023) further studied on similar objectives in the tropical Savanna waters. (Solano S et al., 2023)studied geochemical 
groundwater composition in the Central Pacific of Costa Rica using PCA approach along with (El-Rawy et al., 2023) 
who used the PCA multivariant approach to study the groundwater quality analysis in Jazan, Saudi Arabia 
 
CONCLUSION 
 
Conclusively analysis of the 30 groundwater samples from different locations of Hunsur taluk of Mysore district in 
Karnataka, India, highlight that the water chemistry of the area is Ca2+- Mg2+-HCO3 – type having temporary hardness 
Ca2+& Mg2+ ionic concentrations exceeded Na+ & K+. Furthermore, it was found that the concentration of CO32−& 
HCO3− during all the three seasons was higher than SO42− and Cl− dominated by the phenomenon of rock-water 
interaction as compared to the other phases of precipitation dominance or evaporation dominance. Physico-chemical 
analysis further highlight the need for treatment of water before they can be used for human consumption. 
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Table 1: Summary of physico-chemical parameters of the ground water sample taken during the “pre, during and 
post monsoon season” from Hunsur taluk 2019. 
 

Parameter 

Prescribed limits Pre-monsoon 

Mean 

During monsoon 

Mean 

Post- 
monsoon 

Mean 
BIS WHO Range Range Range 

  Min. Max Min Max Min Max. 

pH 8.5 8.5 6.6 8.4 7.7 7 8.3 7.2 6.1 8.2 7 

EC 
(µS/s) 

1400  676 3070 1570 283 2878 1650 283 2878 1580 

TDS 
(mg/L) 

500 500 339 1577 793 570 1905 1096 181 1789 906 

TH 
(mg/L) 500 500 220 1299 677 324 1209 760 209 1124 644 

Major Cations (mg/L) 

Ca2+ 75 75 41 784 148 78.5 209 162 27.2 272 121 

Mg2+ 30 50 20.2 142 70.7 51.4 160 75 24.9 122 67.8 

Na+ 100 100 21.3 83.8 63.7 32.7 80.8 65.2 19.2 81.6 67.4 

K+ 10 10 1.2 68.2 10.0 3.9 29 10.2 1 25.9 7.3 

Major Anions (mg/L) 

HCO3- 300 600 197 972 435 133 909 401 64.8 483 318 
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Cl- 250 200 42.1 459 179 38.2 358 161 23.4 285 149 

NO3- 45 50 5.5 22.6 19.3 9.8 31.8 23.4 8.5 29.4 22.2 

SO42- 200 200 6.5 68.4 35.4 5.5 108 51.2 4.7 105 54.8 

 

 

 

Fig. 1a: Study location Hunsur taluk, Mysuru district, 
Karnataka, India 

Fig. 1b: lithology: Hunsur taluk, Mysuru district, 
Karnataka, India(https://doi.org/10.1007/s42452-022-

05102-z) 

 

 

Fig. 2: Piper classification illustrating the chemical 
composition of ground water of Hunsur taluk. a: Pre 

monsoon b: during monsoon c: post monsoon. 

Fig. 3: Gibb’s plot delineating the mechanism 
controlling water chemistry of ground water of Hunsur 

taluk. a: Pre monsoon b: during monsoon c: post 
monsoon. 
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Fig. 4:Schoellers plot of water chemistry of ground 
water of Hunsur taluk. a: Pre monsoon b: during 

monsoon c: post monsoon. 

Fig. 5:Scree plots for the ground water samples from 
Hunsur taluk. a: Pre monsoon b: during monsoon c: 

post monsoon. 

 
Fig. 6:Biplot for the ground water samples from Hunsur taluk. a: Pre monsoon b: during monsoon c: post 

monsoon. 
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A pebbling transformation, on a connected graph G, takes place by removing a pair of pebbles from one 
vertex and placing one pebble on its adjacent vertex. A monophonic cover pebbling number (MCPN),  
γµ (G), is a minimum number of pebbles require to cover all the vertices of G with at least one pebble each 
on them after shifting of pebbles by using monophonic paths. We determine the MCPN of middle graph 
of path, cycle, star and tadpole. 
 
Keywords: middle graph, tadpole, monophonic cover pebbling. 
 
INTRODUCTION 
 
A pebbling transformation, on a connected graph   G, takes place by removing a pair of pebbles from one vertex and 
placing one pebble on its adjacent vertex and eliminating the other pebble.   A monophonic cover pebbling number, 
γµ  (G),   is a minimum number of pebbles require to cover all the vertices of G with at least one pebble each on them 
after shifting of pebbles by using monophonic paths which is chordless and the longest.  The application of this 
concept plays a vital role in the supply of goods and transportation problems. This is also applied in the network 
transmission of the information from one node to the other. The application of monophonic cover pebbling number 
decides the equal distribution of goods on every customers by using the monophonic path. For the basic 
terminologies of graph theory, the readers can refer to [6] and [7]. In this paper we determine the monophonic cover 
pebbling number of some graphs. To prove the worst condition, we use the stacking theorem [5]. It is stated as: Let D 
be the initial configuration of pebbles. Let v ∈ V(G) and dist(v) is a maximum then stack all the pebbles on v such a 
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ways   (v) = ∑ 2ୢ୧ୱ୲(୳,୴)
୳∈୚(ୋ) . This gives the γµ  (G)  for all the configuration of   D. In this article this particular vertex 

v is considered to be source vertex or key vertex   [2].   In this paper we determine the MCPN various middle graphs. 
Note: 1.1. The notation F୬ stands for fan graph which is taken from [3]. The notation M(G)stands for middle graph 
of G which is taken from [3]. The notation T୫,୬ stands for the (m, n) tadpole graph which is taken from [4]. 
Theorem: 1. 2  [1] For the path P୬, γµ(P୬) is 2୬  −  1. 
Notation: 1.4. Throughout this article we denote  

  .as the source or key vertex ߚ .1
2. We use MCPN for monophonic cover pebbling number. 
3. d୫  denote the monophonic distance. 
4. N(v଴)  is the neighborhood of v଴. 

 
The ۼ۾۱ۻ of middle graph of standard graphs 
Theorem  2. 1 .  For  M(P୬),  γµ൫M(P୬)൯ =  2୬ାଵ  −  1  + ∑ 2୪୬ିଵ

୪ୀଶ  
Proof. Let V൫M(P୬)൯ = {uଵ,  uଶ,  uଷ,   ⋯ ,  u୬,  vଵଶ,  vଶଷ,   ⋯ ,  v(୬ିଵ)୬}  
and E൫M(P୬)൯  = {u୧v୧(୧ାଵ),  v୧(୧ାଵ)u୧ାଵ,  v୨(୨ାଵ)v(୨ାଵ)(୨ାଶ)}  where  1 ≤ i ≤ n − 1,1 ≤ j ≤ n − 2.  Let us place 2୬ାଵ − 2  +
  ∑ 2୪୬ିଵ

୪ୀଶ  pebbles  onu1. To place a pebble at u୬ whose d୫(uଵ, u୬) is n requires 2୬pebbles. To cover v(୬ିଵ)୬ will cost 
2୬ିଵ pebbles. Subsequently, to put one pebble each on v(୬ିଶ)(୬ିଵ),  v(୬ିଷ)(୬ିଶ) ,   … ,  vଵଶ,  uଵ we have the following 
pebble distributions: ൫2୬ ,  2(୬ିଵ),   … ,  2ଶ,  2ଵ,  2଴൯and so the total number of pebbles is   2(୬ାଵ) − 1. Now to cover the 
vertices uଶ,  uଷ,  uସ,   ⋯ ,  u(୬ିଵ) which are at the monophonic distance of {2,  3,  4,   ⋯ ,  n − 1} respectively, will cost 
{2ଶ + 2ଷ, ⋯ , 2୬ିଵ} pebbles. Thus, there will be a vertex without cover. Hence,γµ൫M(P୬)൯ ≥ 2୬ାଵ − 1 + ∑ 2୨୬ିଵ

୨ୀଶ . 
We now prove   γµ൫M(P୬)൯  ≤ 2୬ାଵ  −  1  +   ∑ 2୨୬ିଵ

୨ୀଶ . Consider any distribution of 2୬ାଵ − 1  +   ∑ 2୨୬ିଵ
୨ୀଶ  pebbles 

on V൫M(P୬)൯. 
Case 1: Let  β = uଵ. 
Let Mଵ: uଵ,  vଵଶ,  vଶଷ,   ⋯ ,  v(୬ିଵ)୬ ,  u୬of the monophonic length n and  Mଵ

∼ = {uଶ, uଷ, ⋯ , u୬ିଵ}. By Theorem 1.2, if 
p൫V(Mଵ)൯ = 2୬ାଵ − 1 then we can cover all the vertices of Mଵ and to cover V(Mଵ

∼) we require 2ଶ,  2ଷ,   ⋯ ,  2୬ିଵ pebbles. 
That is, 2ଶ + 2ଷ + ⋯ + 2୬ିଵ = ∑ 2୪୬ିଵ

୪ୀଵ . Thus, using 2୬ାଵ  −  1  + ∑ 2୪୬ିଵ
୪ୀଶ  pebbles we can cover all the vertices. By 

symmetry, we prove for   u୬. 
 
Case 2: Let  β = u୧, where  2 ≤ i ≤ n − 1. 
Then consider Mଶ: u୧,  v୧(୧ାଵ),  v(୧ାଵ)(୧ାଶ),   ⋯ ,  v(୬ିଵ)୬,  u୬ of monophonic lengthi n + 1 − i  
and Mଷ: u୧,  v୧(୧ିଵ),  v(୧ି ଶ)(୧ିଵ),   ⋯ ,  vଵଶ,  uଵ of length i. By Theorem 1.2, if p൫V(Mଶ)൯  =  2୬ାଶି୧ − 1 then we can cover all 
the vertices of Mଶ and if p൫V(Mଷ)൯  =  2୧ାଵ − 2 then we can cover V(Mଷ) − u୧. Thus, to cover the V(Mଶ)  +  V(Mଷ) we 
require 2୬ାଶି୧ − 1 + 2୧ାଵ − 2 pebbles. Now to cover the vertices uଶ,  uଷ,   ⋯ ,  u୧ିଵ,  u୧ାଵ,   ⋯ ,  u୬ିଵ  we require 
2ଶ,  2ଷ,   ⋯ ,  2୬ି୧ and 2ଶ,  2ଷ,   ⋯ ,  2୧ିଵ pebbles. That is, 2ଶ  +  2ଷ  +   ⋯   +  2୬ି୧  +  2ଶ  +  2ଷ  +   ⋯   +  2୧ିଵ  =   ∑ 2୨୬ି୧

୨ୀଶ   +
  ∑ 2୩୧ିଵ

୩ୀଶ pebbles. Thus,2୬ାଶି୧  +  2୧ାଵ  −  3  +   ∑ 2୨୬ି୧
୨ୀଶ   +   ∑ 2୩୧ିଵ

୩ୀଶ   <  2୬ାଵ  −  1  + ∑ 2୪୬ିଵ
୪ୀଶ . 

 
Case 3:  Let   β = v୧  (୧ାଵ),  where   1 ≤ i ≤ n − 1. 
Then Mସ: v୧(୧ାଵ),  v(୧ାଵ)(୧ାଶ),   ⋯ ,  v(୬ିଵ)୬,  u୬ of monophonic lengthi  n − i  
and Mହ: v୧(୧ାଵ),  v୧(୧ିଵ), v(୧ିଶ)(୧ିଵ),   ⋯ ,  vଵଶ, uଵ of monophonic length i. By Theorem 1.2, if p൫V(Mସ)൯  =  2୬ାଵି୧ − 1 then 
we can cover all the vertices of Mସ and if p൫V(Mହ)൯ = 2୧ାଵ − 2 then we can cover V (Mହ) − v୧(୧ାଵ). Thus, to cover the 
V(Mସ)  +  V(Mହ) we require 2୬ାଵି୧ − 1 + 2୧ାଵ − 2 pebbles. Now to cover the vertices uଶ,  uଷ,   ⋯ ,  u୧,  u୧ାଵ,   ⋯ ,  u୬ିଵ we 
require 2ଵ,  2ଶ,  2ଷ,   ⋯ ,  2୬ି(୧ାଵ) and 2ଵ,  2ଶ,  2ଷ,   ⋯ ,  2୧ିଵ pebbles. That is, 2ଵ  +  2ଶ  +  2ଷ  +   ⋯   +  2୬ି(୧ାଵ)  +  2ଵ  +
 2ଶ  +  2ଷ  +   ⋯   +  2୧ିଵ  =   ∑ 2ୟ୬ି(୧ାଵ)

ୟୀଵ   +   ∑ 2ଶ୧ିଵ
ୠୀଵ pebbles. Thus,2୬ାଵି୧  +  2୧ାଵ  −  3  +   ∑ 2ୟ୬ି୧ାଵ

ୟୀଵ   +   ∑ 2ୠ୧ି ଵ
ୠୀଵ   <

 2୬ାଵ  −  1  + ∑ 2୪୬ିଵ
୪ୀଶ  

Hence, the theorem. 
Theorem: 2. 2. The monophonic cover pebbling number of middle graph of cycle is 
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൞
4 ൬∑ 2୧୬ିଵ

୧ୀ౤
మ

ାଶ ൰ + 3 ቀ2
౤
మ

ାଵቁ + 2୬ାଵ + 5,   if n is even

4 ൬∑ 2୧୬ିଵ
୧ୀቒ౤

మቓାଵ
൰ + 2ቒ౤

మቓ + 2୬ାଵ + 5,   if n is odd.        
�   

Proof. Let V൫M(C୬)൯  =  {uଵ,  uଶ,  uଷ,   ⋯ ,  u୬,  vଵଶ,  vଶଷ,   ⋯ ,  v୬ିଵ୬,  v୬ଵ}  
and E൫M(C୬)൯  =  {u୧v୧(୧ାଵ),  v୧(୧ାଵ)u୧ାଵ,  v୬ଵuଵ,  u୬v୬ଵ,  v୨(୨ାଵ)v(୨ାଵ)(୨ାଶ),  v(୬ିଵ)୬v୬ଵ,  v୬ଵvଵଶ} where1 ≤ i ≤ n − 1,1 ≤
j ≤ n − 2.  
Case 1:  n is even. 
 Let p(uଵ) = 4 ൬∑ 2୧୬ିଵ

୧ୀ౤
మାଶ ൰   +  3 ቀ2

౤
మାଵቁ   +  2୬ାଵ  +  4 and  β = uଵ. To cover the verticesuଶ,  u୬, we require 2(2୬) 

pebbles; to cover, we need 4 ቀ2
౤
మାଶ,  2

౤
మାଷ,   ⋯ ,  2୬ିଵቁ pebbles; to cover vቀ౤

మቁቀ౤
మାଵቁ ,  u౤

మାଵ,  vቀ౤
మାଵቁቀ౤

మାଶቁ we need 3 ቀ2
౤
మାଵቁ 

pebbles; to cover uଵ we need 4 pebbles and there is no pebble to coveru1. Thus,γμ(M(Cn)) ≥ 4 ቀ∑ i = n
2

+ 2nି12iቁ +

3 ቀ2
n
2ା1ቁ   +  2nା1  +  5. Now we prove γμ(M(Cn)) ≤ 4 ൬∑ 2inି1

iୀn
2ା2 ൰   +  3 ቀ2

n
2ା1ቁ   +  2nା1  +  5.   

Sub case 1.1: Let β = u i , where 1 ≤ i ≤ n. 
 Fixi = 1. Using Table 1, to cover, we need 2(2n) pebbles; to cover  N(u1), we need 4 pebbles; to cover the vertices 

{v23,  u3,  v34,   ⋯ ,  un
2
,  un

2ା2,  vቀn
2ା2ቁቀn

2ା3ቁ,   ⋯ ,  u୬ିଵ, v(୬ିଵ)୬}, we need 4 ൬∑ 2୧୬ିଵ
୧ୀ౤

మାଶ ൰ pebbles; to cover uଵ we need 1 

pebbles; to cover the vertices   vቀ౤
మቁቀ౤

మାଵቁ ,  u౤
మାଵ,  vቀ౤

మାଵቁቀ౤
మାଶቁ, we need 3 ቀ2

౤
మାଵቁ pebbles. Thus, to cover all the vertices we 

require 4 ൬∑ 2୧୬ିଵ
୧ୀ౤

మ
ାଶ ൰   +  3 ቀ2

౤
మ

ାଵቁ   +  2୬ାଵ  +  5. 

ub case 1.2: Let β= vj(j+1), where  1 ≤ j ≤ n − 1. 
Fix j = 1. Using Table 2, to cover  N(vଵଶ), we need 8 pebbles; to cover the vertices uଷ,  u୬ which is of the monophonic 
distancen − 1 we need 2(2୬ିଵ) pebbles; to cover the vertices {vଷସ,  uସ,  vସହ,   ⋯ ,  u౤

మ
,  u౤

మ
ାଵ,   ⋯ ,  u୬ିଵ,  v(୬ିଵ)୬}which is at 

the monophonic distance n − 2,  n − 2,  n − 3,  n − 3,   ⋯ ,   ୬
ଶ

+ 1,   ୬
ଶ

+ 1,   ⋯ ,  n − 2,  n − 2 respectively. To cover these 

vertices, we need 4 ቀ∑ i = ୬
ଶ

+ 1୬ିଶ2୧ቁ pebbles; to cover vቀ౤
మ

ାଵቁቀ౤
మ

ାଶቁ we need 2
౤
మ pebbles; to cover vଵଶ we need 1pebble. 

Thus, here we used 4 ቀ∑ i = ୬
ଶ

+ 1୬ିଶ2୧ቁ   +  2୬  +  2
౤
మ   +  9 

 pebbles. By symmetry we can prove for v୬ଵ. 
Case 2:   nis odd. 

Let p(uଵ) = 4 ൬∑ 2୧୬ିଵ
୧ୀቒ౤

మ
ቓାଵ

൰ + 2ቒ౤
మ

ቓ  +  2୬ାଵ  +  4. To cover   N(uଵ), we need 4 pebbles; to coveruଶ,  u୬, require 2(2୬) 

pebbles; to cover vଶଷ,  uଷ,  vଷସ,   ⋯ ,  uቒ౤
మ

ቓ ,  uቒ౤
మ

ቓାଵ,   ⋯ ,  u୬ିଵ, v(୬ିଵ)୬  require 4 ൬2ቒ౤
మ

ቓାଵ  +  2ቒ౤
మ

ቓା  +   ⋯   +  2୬ିଶ  +  2୬ିଵ൰ 

pebbles; to cover vቀቒ౤
మቓቁቀቒ౤

మቓାଵቁ require 2ቒ౤
మቓ pebbles and there is no pebble to cover  uଵ. Thus, 

γμ൫M(Cn)൯ ≥ 4 ൬∑ 2୧୬ିଵ
୧ୀቒ౤

మ
ቓାଵ

൰   +  2ቒ౤
మ

ቓ  +  2୬ାଵ  +  5.   Now we prove  γμ(M(Cn))≤ 4 ൬∑ 2୧୬ିଵ
୧ୀቒ౤

మ
ቓାଵ

൰   +  2ቒ౤
మ

ቓ  +  2୬ାଵ  +  5. 

Sub case 2.1: Let β= ui, where 1 ≤ i ≤ n. 
Fix  i =  1.Using Table 3, to coverN(uଵ), we require 4 pebbles; to cover  uଵ, we require 1 pebble; to cover  uଶ,  u୬, we 
need 2(2୬) pebbles; to cover the vertices vଶଷ, uଷ,  vଷସ,   ⋯ ,  vቀቒ౤

మ
ቓିଵቁቀቒ౤

మ
ቓቁ, uቒ౤

మ
ቓ ,  uቒ౤

మ
ቓାଵ,  vቀቒ౤

మ
ቓାଵቁቀቒ౤

మ
ቓାଶቁ,   ⋯ ,  u୬ିଵ,  v(୬ିଵ)୬, we 

need 4 ൬2୬ିଵ + 2୬ିଶ  +   ⋯ ,   +  2ቒ౤
మ

ቓାଵ൰ pebbles; to cover vቀቒ౤
మ

ቓቁቀቒ౤
మ

ቓାଵቁ, we need 2ቒ౤
మ

ቓ pebbles. Thus, the number of 

pebbles used here is 4 ൬∑ 2୧୬ିଵ
୧ୀቒ౤

మቓାଵ
൰ + 2ቒ౤

మቓ + 2୬ାଵ + 5. 

Sub case 2.2: Let  β = v୨(୨ାଵ), where  1 ≤ j ≤ n − 1.  
Fix j =  1. Using Table 3, to o cover  N(vଵଶ), we need 8 pebbles; to cover  vଵଶ, we need 1 pebble; to cover 

v ቀቒ౤
మቓቁቀቒ౤

మቓାଵቁ,  uቒ౤
మቓାଵ,  vቀቒ౤

మቓାଵቁቀቒ౤
మቓାଶቁ, we require 3 ൬2ቒ౤

మቓ൰ pebbles; to cover  uଷ,  u୬, will require 2(2୬ିଵ) pebbles; to cover 

vଷସ,  uସ,  vସହ,   ⋯ ,  vቀቒ౤
మቓିଵቁቀቒ౤

మቓቁ,  uቒ౤
మቓ,  vቀቒ౤

మቓቁቀቒ౤
మቓାଵቁ will cost 4 ൬2୬ିଶ, 2୬ିଷ, ⋯ , 2ቒ౤

మ
ቓାଶ, 2ቒ౤

మ
ቓାଵ൰  that  is 4 ൬∑ 2୧୬ିଶ

୧ୀቒ౤
మ

ቓାଵ
൰ pebbles. 
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Thus, to cover all the vertices from vଵଶ we require 4 ൬∑ 2୧୬ିଶ
୧ୀቒ౤

మ
ቓାଵ

൰   +  2୬  +  3 ൬2ቒ౤
మ

ቓ൰   +  9 pebbles. By symmetry, we can 

prove for v୬ଵ. 
Theorem 2. 3. For M(S୬),  γஜ൫M(S୬)൯  = 19  +  12(n − 3). 
Proof. Let V൫M(S୬)൯  =  {u଴,  uଵ,  uଶ,  uଷ,   ⋯ ,  u୬ିଵ,  v଴ଵ,  v଴ଶ,   ⋯ ,  v଴(୬ିଵ)}. Let p(uଵ)  =  18  +  12(n − 3). Now to place a 
pebble on v଴ଵ,we need 2 pebbles; to place a pebble on the vertices u଴,  v଴ଶ,  v଴ଷ,   ⋯ ,  v଴(୬ିଵ), we need 4(n − 1) pebbles; 
to cover the vertices uଶ,  uଷ,   ⋯ ,  u୬ିଵ which is at the monophonic distance 3, we need  8(n − 2) pebbles and there is 
no pebbles to cover uଵ. Thus, γஜ൫M(S୬)൯ ≥ 19 +  12(n − 3). 
Now we prove  γஜ൫M(S୬)൯ ≤ 19  +  12(n − 3). 
Case 1:  Let  β = u୩, where   1 ≤ k ≤ n − 1. 
Fix k =  n − 1. To cover v଴(୬ିଵ) will cost 2  pebbles; to cover u଴,  v଴ଵ,  v଴ଶ,  v଴ଷ,   ⋯ ,  v଴(୬ିଶ) will cost 4(n − 1) pebbles; to 
cover uଵ, uଶ, ⋯ , u୬ିଶ which is at the monophonic distance 3 will cost 8(n − 2) and to cover u୬ିଵ will cost 1 pebble. 
Thus, to cover all the vertices from u୬ିଵ will require 12n −  17 pebbles. 
Case 2: Let β = v଴୩, where 1 ≤ k ≤ n − 1. 
Fix  k =  1. To cover uଵ ,  u଴,  v଴ଶ,  v଴ଷ,   ⋯ ,  v଴(୬ିଵ) will cost 2n pebbles; to cover uଶ,  uଷ,   ⋯ ,  u୬ିଵ which are at the 
monophonic distance 2 will cost 4(n − 1) pebble; to cover v଴ଵ will cost 1 pebble. Thus, to cover V൫M(S୬)൯ will cost 
2n + 4n − 4 + 1 = 6n − 3 < 19  +  12(n − 3). 
Case 3: Let  β = u଴. 
There are n − 1 vertices at the monophonic distance 2 and to cover it will cost  4(n − 1) pebbles; to cover N(u଴) it will 
require 2 (n − 1) pebbles and to cover u଴will cost 1 pebble. Thus, to cover V൫M(S୬)൯ from u଴ will cost 6n −  5 
pebbles. 
Theorem 2. 4. For the tadpole graph M൫T୫,୬൯,  γஜ ቀM൫T୫,୬൯ቁ   = 

⎩
⎪
⎪
⎨

⎪
⎪
⎧

4 ൮ ෍ 2௜
௠ା௡ାିଵ

௜ୀ೘
మ ା௡ାଶ

൲ + 2 ൭෍ 2௞
௡ାଵ

௞ୀଶ

൱ + 3 ቀ2
೘
మ ା௡ାଵቁ + 2௡ାଵ + 2(2௠ା௡) + ݊݁ݒ݁ ݏ݅ ݉ ݂݅   ,3

4 ൮ ෍ 2௜
௠ା௡ିଵ

௜ୀቒ೘
మ

ቓା௡ାଵ

൲ + 2 ൭෍ 2௞
௡ାଵ

௞ୀଶ

൱ + 2ቒ೘
మ ቓା௡ + 2(2௠ା௡) + 2௡ାଵ +        .݀݀݋ ݏ݅ ݉ ݂݅   ,3

� 

Proof.  Let 
 V ቀM൫T୫,୬൯ቁ   = {vଵ,  vଶ,   ⋯ ,  v୫,  uଵ,  uଶ,   ⋯ ,  u୬,  yଵଶ,  yଶଷ,   ⋯ ,  y୫ଵ,  xଵଶ , xଶଷ ,   ⋯ ,  x(୬ିଵ)୬,  yଵଵ}. Consider a bridge between 
uଵ and  vଵ. 
Case 1: m is even. 
Let p(u୬) = 4 ൬∑ 2୧୫ା୬ାିଵ

୧ୀౣ
మ

ା୬ାଶ ൰ + 2൫∑ 2୩୬ାଵ
୩ୀଶ ൯ + 3 ቀ2

ౣ
మ

ା୬ାଵቁ + 2୬ାଵ + 2(2୫ା୬) + 2. To cover the vertices 

u୬ିଵ, x(୬ିଶ)(୬ିଵ), ⋯ , uଵ, yଵଵ, vଵ, yଵଶ will cost 2൫∑ 2୩୬ାଵ
୩ୀଶ ൯ pebbles; to cover the vertices 

yଶଷ, vଷ, yଷସ, vସ, ⋯ , vౣ
మ

, vౣ
మ ାଶ, ⋯ , v୫ିଵy(୫ିଵ)୫ will cost 4 ൬∑ 2୧୫ା୬ାିଵ

୧ୀౣ
మ

ା୬ାଶ ൰  pebbles; to cover vଶ, v୫ will cost 2(2୫ା୬)  

pebbles; to cover y୫ଵ will cost 2୬ାଵ pebbles; to cover yቀౣ
మ

ቁቀౣ
మ

ାଵቁ, vౣ
మ

ାଵ, yቀౣ
మ

ାଵቁቀౣ
మ

ାଶቁ  will cost 3 ቀ2
ౣ
మ

ା୬ାଵቁ pebbles and 

there is no pebble to cover the vertex  u୬. Thus, ߛఓ ቀܯ൫ ௠ܶ,௡൯ቁ ≥ 4 ൬∑ 2௜௠ା௡ାିଵ
௜ୀ೘

మ
ା௡ାଶ ൰ + 2൫∑ 2௞௡ାଵ

௞ୀଶ ൯ + 3 ቀ2
೘
మ

ା௡ାଵቁ + 2௡ାଵ +

2(2௠ା௡) + 3.  
Now to prove γஜ ቀM൫T୫,୬൯ቁ ≤ 4 ൬∑ 2୧୫ା୬ାିଵ

୧ୀౣ
మ ା୬ାଶ ൰ + 2൫∑ 2୩୬ାଵ

୩ୀଶ ൯ + 3 ቀ2
ౣ
మ

ା୬ାଵቁ + 2୬ାଵ + 2(2୫ା୬) + 3 consider the 

following cases. 
Sub case 1.1:  Let β = u୬. 
Using Table 4, to cover the vertices u୬ will cost a pebble; to cover x(୬ିଵ)୬ will cost 2 pebbles; to cover 
u୬ିଵ,  y(୬ିଵ)(୬ିଶ) ,   ⋯ ,  vଵ,  yଵଶ we need 2(2ଶ + 2ଷ + 2ସ + ⋯ + 2୬ାଵ) pebbles; to cover vଶ,  v୫ we need 2(2୫ା୬)pebbles; to 
cover yଶଷ,  vଷ,   ⋯ ,  yቀౣ

మ
ିଵቁቀౣ

మ
ቁ,  vౣ

మ
,  vౣ

మ
ାଶ,   ⋯ ,  v୫ିଵ,  y(୫ିଵ)୫ we need  4 ቀ2

ౣ
మ ା୬ାଶ + 2

ౣ
మ ା୬ାଷ + ⋯ + 2୫ା୬ିଵቁpebbles; to cover 
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yቀౣ
మ

ቁቀౣ
మ

ାଵቁ,  vౣ
మ

ାଵ,  yቀౣ
మ

ାଵቁቀౣ
మ

ାଶቁ we need 3 ቀ2
ౣ
మ

ା୬ାଵቁ pebble; to cover y୫ଵ will need 2୬ାଵ pebbles. Thus, using 

4 ൬∑ 2୧୫ା୬ାିଵ
୧ୀౣ

మ
ା୬ାଶ ൰ + 2൫∑ 2୩୬ାଵ

୩ୀଶ ൯ + 3 ቀ2
ౣ
మ ା୬ାଵቁ + 2୬ାଵ + 2(2୫ା୬) + 3 pebbles we can cover all the vertices fromu୬. 

Sub case 1.2: Let  β = vଵ. 
Using Table 5, to cover u୬ will cost 2୬ାଵ pebbles; to cover x(୬ିଵ)(୬) ,  u୬ିଵ,  x(୬ିଶ)(୬ିଵ) ,  u୬ିଶ,   ⋯ ,  xଵଶ ,  uଵ  will cost 
2(2୬ + 2୬ିଵ + ⋯ + 2ଶ) pebbles; to cover vଶ,  v୫ will cost 2(2୫) pebbles; to cover the vertices yଵଵ,  yଵଶ,  y୫ଵ it will cost 6 
pebbles; to cover yଶଷ,  vଷ,  yଷସ,  vସ,   ⋯ ,  vౣ

మ
,  vౣ

మ ାଶ,   ⋯ ,  v୫ିଵ,  y(୫ିଵ)୫ will cost 4 ቀ2୫ିଵ + 2୫ିଶ + ⋯ + 2
ౣ
మ ାଶቁ pebbles; to 

cover yቀౣ
మ ቁቀౣ

మ ାଵቁ,  vౣ
మ ାଵ,  yቀౣ

మ ାଵቁቀౣ
మ ାଶቁ it will cost 3 ቀ2

ౣ
మ ାଵቁ pebbles; to cover vଵ we need a pebble. Thus, in this case we 

use 4 ൬∑ 2୨୫ିଵ
୨ୀౣ

మ
ାଶ ൰ + 2൫∑ 2୩୬

୩ୀଶ ൯ + 2୫ାଵ + 2୬ାଵ + 3 ቀ2
ౣ
మ

ାଵቁ + 7 pebbles. 

We notice that if we have source vertex other than u୬, vଵ the total number of pebbles to cover the vertices of the 
graph will be in between the pebbles used in Subcase 1 and Subcase 2. 
Case 2: m  is odd. 

Let  p(u୬) = 4 ൬∑ 2୧୫ା୬ିଵ
୧ୀቒౣ

మ
ቓା୬ାଵ

൰ + 2൫∑ 2୩୬ାଵ
୩ୀଶ ൯ + 2ቒౣ

మ
ቓା୬ + 2(2୫ା୬) + 2୬ାଵ + 2. To cover the vertices  

u୬ିଵ,  x(୬ିଶ)(୬ିଵ) ,  x(୬ିଷ)(୬ିଶ) ,   ⋯ , vଵ,  yଵଶ will cost 2൫∑ 2୩୬ାଵ
୩ୀଶ ൯ pebbles; to cover 

yଶଷ,  vଷ,  yଷସ,   ⋯ ,  vቒౣ
మ

ቓ ,  vቒౣ
మ

ቓାଵ,  yቀቒౣ
మ

ቓାଵቁቀቒౣ
మ

ቓାଶቁ,   ⋯ ,  v୫ିଵ,  y(୫ିଵ)୫ we need 4 ൬∑ 2୧୫ା୬ିଵ
୧ୀቒౣ

మ
ቓା୬ାଵ

൰ pebbles; to cover vଶ, v୫ we 

need 2(2୫ା୬) pebbles; to cover yቀቒౣ
మ

ቓቁቀቒౣ
మ

ቓାଵቁ, y୫ଵ we need 2ቒౣ
మ

ቓା୬, 2୬ାଵ pebbles respectively; to cover N(u୬) it will cost 

2 pebbles and there is no pebble to coveru୬. Thus, γஜ ቀM൫T୫,୬൯ቁ ≥ 4 ൬∑ 2୧୫ା୬ିଵ
୧ୀቒౣ

మ
ቓା୬ାଵ

൰ + 2൫∑ 2୩୬ାଵ
୩ୀଶ ൯ + 2ቒౣ

మ
ቓା୬ +

2(2୫ା୬) + 2୬ାଵ + 3. 

 Now we prove γஜ ቀM൫T୫,୬൯ቁ ≤ 4 ൬∑ 2୧୫ା୬ିଵ
୧ୀቒౣ

మ
ቓା୬ାଵ

൰ + 2൫∑ 2୩୬ାଵ
୩ୀଶ ൯ + 2ቒౣ

మ
ቓା୬ + 2(2୫ା୬) + 2୬ାଵ + 3. 

Sub case 2.1: Let  β = u୬. 
Using Table 6, to cover the vertices  u୬ିଵ,  x(୬ିଶ)(୬ିଵ),  x(୬ିଷ)(୬ିଶ),   ⋯ , vଵ,  yଵଶwill cost 2൫∑ 2୩୬ାଵ

୩ୀଶ ൯ pebbles; to cover  
yଶଷ,  vଷ,  yଷସ,   ⋯ ,  vቒౣ

మ
ቓ ,  vቒౣ

మ
ቓାଵ,  yቀቒౣ

మ
ቓାଵቁቀቒౣ

మ
ቓାଶቁ,   ⋯ ,  v୫ିଵ,  y(୫ିଵ)୫ 

we need 4 ൬∑ 2୧୫ା୬ିଵ
୧ୀቒౣ

మ
ቓା୬ାଵ

൰ pebbles; to cover vଶ, v୫ we need 2(2୫ା୬) pebbles; to cover yቀቒౣ
మ

ቓቁቀቒౣ
మ

ቓାଵቁ, y୫ଵ we need 

2ቒౣ
మ

ቓା୬, 2୬ାଵ pebbles respectively; to cover N(u୬) it will cost 2pebbles and to cover u୬ we need a pebble. 
Sub case 2.2: Let   β = vଵ. 
Using Table 7, to cover the vertices x(୬ିଵ)୬,  u୬ିଵ,  x(୬ିଵ)(୬ିଶ) ,   ⋯ ,  uଵ we need 2 ൫∑ 2୨୬

୨ୀଶ ൯ pebbles; to cover u୬ we need 
2୬ାଵ pebbles; to cover yଵଵ,  yଵଶ,  y୫ଵ we need 6   pebbles; to cover vଶ,  v୫ it will cost 2(2୫) pebbles; to 
coveryଶଷ,  vଷ,  yଷସ,  vସ,   ⋯ ,  vቒౣ

మ
ቓ ,  vቒౣ

మ
ቓାଵ,  yቀቒౣ

మ
ቓାଵቁቀቒౣ

మ
ቓାଶቁ,⋯ ,  y(୫ିଶ)(୫ିଵ),  v୫ିଵ it will cost 4 ൬∑ 2௟௠ିଵ

௟ୀቒ೘
మ

ቓାଵ
൰pebbles; to cover 

yቀቒౣ
మ ቓቁቀቒౣ

మ ቓାଵቁ, we need 2ቒౣ
మ ቓ pebbles; to cover vଵ it will cost a pebble. Thus, to cover all the vertices from vଵ we used 

4 ൬∑ 2୪୫ିଵ
୪ୀቒౣ

మ ቓାଵ
൰ + 2൫∑ 2୨୬

୨ୀଶ ൯ + 2ቒౣ
మ ቓ + 2୬ାଵ + 2(2୫) + 7 pebbles. 

We notice that if we have source vertex other than u୬, vଵ the total number of pebbles to cover the vertices of the 
graph will be in between the pebbles used in Subcase 1 and Subcase 2. 
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Table 1. Monophonic distance from ܝ૚ to ܄൫(ܖ۱)ۻ൯ 
 uଵ vଵଶ uଶ vଶଷ uଷ ⋯ u౤

మ
ቀ೙ݒ 

మ
ቁቀ೙

మ
ାଵቁ ݑቀ೙

మ
ାଵቁ ݒቀ೙

మ
ାଵቁቀ೙

మ
ାଶቁ 

uଵ 0 1 n ݊ − 1 ݊ − 1 
 

⋯ 
 

݊
2

+ 2 

 

݊
2

+ 1 
݊
2

+ 1 

 

݊
2

+ 1 

 
೙ݑ

మାଶ ݒቀ೙
మାଶቁቀ೙

మାଷቁ ⋯ ݑ௡ିଵ ݒ(௡ିଵ)௡ ݑ௡ ݒ௡ଵ 
݊
2 + 2 

݊
2 + 2 ⋯ ݊ − 1 ݊ − 1 ݊ 1 

 
Table 2. Monophonic distance from ࢜૚૛ to ܄൫(ܖ۱)ۻ൯ 
೙ݑ ⋯ ଷݑ ଶଷݒ ଶݑ ଵଶݒ ଵݑ 

మ
ቀ೙ݒ 

మቁቀ೙
మାଵቁ ݑቀ೙

మାଵቁ ݒቀ೙
మାଵቁቀ೙

మାଶቁ 

݊ ଵଶ 1 0 1ݒ − 1 ݊ − 2 ⋯ ݊
2 + 2 

݊
2 + 1 

݊
2 + 1 

݊
2 

 
೙ݑ

మାଶ ݒቀ೙
మ

ାଶቁቀ೙
మ

ାଷቁ ⋯ ݑ௡ିଵ ݒ(௡ିଵ)௡ ݑ௡ ݒ௡ଵ 
݊
2 + 1 

݊
2 + 1 ⋯ ݊ − 2 ݊ − 2 ݊ − 2 ݊ − 1 

 
Table 3. Monophonic distance from࢛૚, ࢜૚૛ to ܄൫(ܖ۱)ۻ൯ 
ቀቒ೙ݒ ⋯ ଷݑ ଶଷݒ ଶݑ ଵଶݒ ଵݑ 

మቓିଵቁቀቒ೙
మቓቁ ݑቒ೙

మቓ ݒቀቒ೙
మቓቁቀቒ೙

మቓାଵቁ ݑቒ೙
మቓାଵ 

݊ ݊ ଵ 0 1ݑ − 1 ݊ − 1 ⋯ ቒ
݊
2ቓ + 1 ቒ

݊
2ቓ + 1 ቒ

݊
2ቓ ቒ

݊
2ቓ + 1 

݊ ଵଶ 1 0 1    1ݒ − 1 
 

⋯ ቒ
݊
2ቓ + 1 ቒ

݊
2ቓ ቒ

݊
2ቓ ቒ

݊
2ቓ 

 
ቀቒ೙ݒ

మቓାଵቁቀቒ೙
మቓାଶቁ ݑቒ೙

మቓାଶ ⋯ ݑ௡ିଵ ݒ(௡ିଵ)௡ ݑ௡ ݒ௡ଵ 
 

ቒ
݊
2

ቓ + 1 ቒ
݊
2

ቓ + 2 ⋯ ݊ − 1 ݊ − 1 ݊ 1 

ቒ
݊
2

ቓ + 1 ቒ
݊
2

ቓ + 1 ⋯ ݊ − 2 ݊ − 2 ݊ − 1 
 

1 

 
Table 4. Monophonic distance from ܖܝ to ܄ ቀۻ൫ܖ,ܕ܂൯ቁ 
 
 ଶଷݕ ଶݒ ଵଶݕ ଵݒ ⋯ (௡ିଶ)(௡ିଵ)ݔ ௡ିଵݑ ௡(௡ିଵ)ݔ ௡ݑ 

݊ ⋯ ௡ 0 1 2 2ݑ + 1 ݊ + 1 ݊ + ݉ ݉ + ݊ − 1 
 

ቀ೘ݕ ⋯ ଷݒ
మ ିଵቁቀ೘

మ ቁ ݒ೘
మ
ቀ೘ݕ 

మ ቁቀ೘
మ ାଵቁ ݒ೘

మ
ାଵ ݕቀ೘

మ ାଵቁቀ೘
మ ାଶቁ 

݉ + ݊ − 1 ⋯ ݉
2 + ݊ + 2 

݉
2 + ݊ + 2 

݉
2 + ݊ + 1 

݉
2 + ݊ + 1 

݉
2 + ݊ + 1 
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೘ݒ
మ ାଶ ⋯ ݒ௠ିଵ ݕ(௠ିଵ)௠ ݒ௠ ݕ௠ଵ 

݉
2 + ݊ + 2 ⋯ ݉ + ݊ − 1 ݉ + ݊ − 1 ݉ + ݊ ݊ + 1 

 
Table 5. Monophonic distance from ܞ૚ to ܄ ቀۻ൫ܖ,ܕ܂൯ቁ 
 ଶଷݕ ଶݒ ଵଶݕ ଵݒ ଵଵݕ ଵݑ ⋯ (௡ିଶ)(௡ିଵ)ݔ ௡ିଵݑ ௡(௡ିଵ)ݔ ௡ݑ 
݊ ଵݒ + 1 ݊ ݊ ݊ − 1 ⋯ 2 1 0 1 ݉ ݉ − 1 

 
 

ቀ೘ݕ ⋯  ଷݒ
మ

ቁቀ೘
మ

ାଵቁ ݒ೘
మ

ାଵ ݕቀ೘
మ

ାଵቁቀ೘
మ

ାଶቁ ⋯ ݒ௠ିଵ 

݉ − 1  ⋯ ݉
2

+ 1 
݉
2

+ 1 
݉
2

+ 1 ⋯ ݉ − 1 
 

 
 ௠ଵݕ ௠ݒ ௠(௠ିଵ)ݕ

݉ − 1 
 

݉ 1 

 
Table 6. Monophonic distance from ࢛࢔ to ࢂ ቀࡹ൫࢔,࢓ࢀ൯ቁ 
 ଶଷݕ ଶݒ ଵଶݕ ଵݒ ⋯ (௡ିଶ)(௡ିଵ)ݔ ௡ିଵݑ ௡(௡ିଵ)ݔ ௡ݑ 

݊ ⋯ ௡ 0 1 2 2ݑ + 1 ݊ + 1 ݊ + ݉ ݉ + ݊ − 1 
 

ቀቒ೘ݕ ⋯ ଷݒ
మ ቓିଵቁቀቒ೘

మ ቓቁ vቒౣ
మ ቓ yቀቒౣ

మ ቓቁቀቒౣ
మ ቓାଵቁ vቒౣ

మ ቓାଵ yቀቒౣ
మ ቓାଵቁቀቒౣ

మ ቓାଶቁ 

݉ + ݊ − 1 ⋯ ቒ
݉
2 ቓ + ݊ + 1 ቒ

݉
2 ቓ + ݊ + 1 

݉
2 + ݊ ቒ

݉
2 ቓ + ݊ + 1 ቒ

݉
2 ቓ + ݊ + 1 

 
ቒ೘ݒ

మ ቓାଶ 

 

 ௠ଵݕ ௠ݒ ௠(௠ିଵ)ݕ ௠ିଵݒ ⋯

ቒ
݉
2

ቓ + ݊ + 2 ⋯ ݉ + ݊ − 1 ݉ + ݊ − 1 ݉ + ݊ ݊ + 1 

 
Table 7. Monophonic distance from ࢜૚ to ࢂ ቀࡹ൫࢔,࢓ࢀ൯ቁ 
 ଶଷݕ ଶݒ ଵଶݕ ଵݒ ଵଵݕ ଵݑ ⋯ (௡ିଶ)(௡ିଵ)ݔ ௡ିଵݑ ௡(௡ିଵ)ݔ ௡ݑ 
݊ ଵݒ + 1 ݊ ݊ ݊ − 1 ⋯ 2 1 0 1 ݉ ݉ − 1 

 
 

ቀቒ೘ݕ ⋯ ଷݒ
మ ቓିଵቁቀቒ೘

మ ቓቁ ݒቒ೘
మ ቓ yቀቒౣ

మ ቓቁቀቒౣ
మ ቓାଵቁ vቒౣ

మ ቓାଵ yቀቒౣ
మ ቓାଵቁቀቒౣ

మ ቓାଶቁ 

݉ − 1 ⋯ ቒ
m
2 ቓ + 1 ቒ

m
2 ቓ + 1 ቒ

m
2 ቓ ቒ

m
2 ቓ + 1 ቒ

m
2 ቓ + 1 

 
 ௠ଵݕ ௠ݒ ௠(௠ିଵ)ݕ ௠ିଵݒ ⋯
⋯ ݉ − 1 

 
݉ − 1 

 
݉ 1 
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For a graph ܩ = (ܸ, :݂ an edge double Italian Dominating function (EDIDF) is a function (ܧ (ܩ)ܧ  →
{0,1,2,3} satisfying the conditions that for any ݔ  (ܩ)ܧif ݂(ݔ) = 0, then ∑ ݂(݁) ≥ 3 ௘  ே(௫)  and if ݂(ݔ) = 1, 
then ∑ ݂(݁) ≥ 2 ௘  ே(௫) , where ܰ(ݔ) is the set of all edges adjacent to ݔ. The weight of an EDIDF ofܩ is 
∑ ݂(݁) ௘  ா(ீ) . The minimum weight of an EDIDF of ܩis the edge double Italian domination number 
(EDIDN) ߛௗூ

′  In this paper, we initiate the study of edge double Italian domination of graphs and .(ܩ)
determine specific  value of this parameter for some standard graphs. We also obtain its relation to some 
other edge domination parameters 
 
Keywords: Edge double Italian dominating function, Edge double Italian domination number. 
 
INTRODUCTION 
 
In this paper we consider only simple connected graph ܩ = (ܸ,  Mitchell and .ܧ with vertex set ܸ and edge set (ܧ
Hedetniemi [7] introduced edge domination in graphs. The cardinality of the smallest edge dominating set is the edge 
domination number(ܩ)′ߛ. Cockayne etal.[3] introduced the notion of Roman domination in graphs. Roushini Leely 
Pushpam et al. [9] introduced edge version of Roman Domination(ERD) of graphs. Chellali etal.[2] introduced Roman {2}-
domination. It was given the name Italian domination by Henning and Klostermeyer [5].In [6] we have introduced the 
edge Italian dominating function (EIDF). Beeler et al. [1] introduced double Roman domination as a stronger version of 
Roman domination. The edge variant of double Roman dominating function(EDRDF) of a graph was introduced by M. 
Valinavaz [10].Mojdeh and Volkmann [8] introduced double Italian dominating function (DIDF). 
Referring to Harary, the reader can find definitions and terminology not specifically stated here.  
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Preliminary Results 
Theorem1.1: [7] If ܩ is asimple connected graph,  (ܩ)′ߛ ≤ ூߛ

(ܩ)′ ≤ ோߛ
′ (G). 

 
Edge Double Italian Domination 
In this section we introduce the edge variant of double Italian domination of graphs. For a graph ܩ = (ܸ,  an edge(ܧ
double Italian Dominating function (EDIDF)is a function ݂: (ܩ)ܧ  → {0,1,2,3} satisfying the conditions that for any 
(ݔ)݂ if(ܩ)ܧ  ݔ = 0, then ∑ ݂(݁) ≥ 3 ௘  ே(௫)  and if ݂(ݔ) = 1, then ∑ ݂(݁) ≥ 2 ௘  ே(௫) , where ܰ(ݔ) is the set of all edges 
adjacent to ݔ. The minimum weight ∑ ݂(݁) ௘  ா(ீ) of an EDIDF of ܩis the edge double Italian domination number 
(EDIDN) ߛௗூ

′  .(ܩ)
We begin by presenting an inequality connecting EDIDN and EIDN. 
Proposition 2.1: ߛௗூ

′ (ܩ) ≤ ூߛ2
 (ܩ)′

Proof: Let݂ = , ଴ܧ) , ଵܧ ூߛଶ)be aܧ
′-function of ܩ. Then (ܧ଴′ = , ଴ܧ ′ ଶܧ = , ଵܧ ′ଷܧ =                             ଶ) is aܧ

ௗூߛ
′ -function.ߛௗூ

′ (ܩ) ≤ |′ଶܧ|2  + |′ଷܧ|3 ≤ |ଵܧ|)2 + (|ଶܧ|2 = ூߛ2
 .(ܩ)′

Proposition 2.2:ߛௗூ
′ (ܩ) ≤ ௗோߛ

′  (ܩ)
Proof: It follows directly from the definition that every edge double Roman domination function is an edge double 
Italian domination function. 
Proposition 2.3:  (ܩ)′ߛ  ≤ ௗூߛ

′ (ܩ) ≤   (ܩ)′ߛ3
Proof: Let ݂ = , ଴ܧ) , ଵܧ ,ଶܧ ௗூߛଷ)be aܧ

′ -function of ܩ. If ܧଷ is an edge dominating set, assigning the weight 3 to every 
edge inܧଷ and 0to all the remaining edges we get an EDIDF so that ߛௗூ

′ (ܩ) ≤ (ܩ)′ߛ ,Also .(ܩ)′ߛ3 ≤ |ଵܧ| + |ଶܧ| +
|ଷܧ| ≤ |ଵܧ| + |ଶܧ|2 + |ଷܧ|3 = ௗூߛ

′  .(ܩ)
 
Proposition 2.4: ߛூ

(ܩ)′ < ௗூߛ
′  (ܩ)

Proof: Let ݂ = , ଴ܧ) , ଵܧ ,ଶܧ ௗூߛ ଷ)be aܧ
′ -function of ܩ. 

 If ܧଷ ≠ ′଴ܧ),∅ = , ଴ܧ ′ଵܧ = ଵܧ ∪ ,ଶܧ ′ଶܧ = ூߛ ଷ) is aܧ
′-function of ܩ. 

ூߛ
(ܩ)′ ≤ |′ଵܧ| + |′ଶܧ|2 < |ଵܧ| + |ଶܧ|2 + |ଷܧ| 3 = ௗூߛ

′  .(ܩ)
If ܧଷ = ∅,then if ܧଷ ≠ ′଴ܧ),∅ = , ଴ܧ ′ଵܧ = ଵܧ ∪ ,ଶܧ ∅) is a ߛூ

′-function of ܩ. 
ூߛ

(ܩ)′ ≤ |′ଵܧ| = |ଵܧ| + |ଶܧ| < |ଵܧ| + |ଶܧ|2 = ௗூߛ
′  .(ܩ)

Proposition 2.5: For a graph ܩ, if ߛௗூ
′ (ܩ) = 3 then, ݀݅ܽ݉(ܩ) ≤ 3. 

Proof: If ߛௗூ
′ (ܩ) = 3, then we have the following three cases: 

i) ܩ has exactly one edge with weight 3 and rest all 0.Then ܩ is isomorphic to ସܲ, ܭଵ,௡ or ܥଷ and ݀ (ܩ)݉ܽ݅ ≤ 3. 
ii) ܩ has one edge with weight 2, another with weight 1 and rest all zero if any.In this case if ܩ has only 2 
edges,ܩ ≅ ଷܲ and if ܩ has more than 2 edges, ܩ ≅ (ܩ)݉ܽ݅݀ ଵ,௡ and in any caseܭ = 2. 
iii) ܩ has three edges adjacent to each other and having weight 1 eachand rest all zero if any. Then, ܩ is 
isomorphic to ܭଵ,௡ or ܥଷ and ݀݅ܽ݉(ܩ) = 2. 
Remark: The converse of Proposition 2.5 is not true. For example, consider the graph ܩ given below.  

 
Here, ݀݅ܽ݉(ܩ) = 2 and ߛௗூ

′ (ܩ) = 4 
 
Theorem 2.6: For a graph ܩ of order ݊ ≥ 4, if ߛௗூ

′ (ܩ) = 4, thenܩ is isomorphic to ܥସ or ܭସ. 
Proof: Let ݂ be a ߛௗூ

′ - function withߛௗூ
′ (ܩ) = 4. Then we have only the following two cases satisfying the minimality 

of ݂. 
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i) |ܧଶ| = |ଷܧ| ,2 = |ଵܧ| ,∅ = ∅ 
Let ݔ , (ݔ)݂ such that (ܩ)ܧ ݕ = (ݕ)݂ = 2. Since ߛௗூ

′ (ܩ) = 4, all the edges in (ܩ)ܧ − ,ݔ}  ݔ must be adjacent to both {ݕ
and ݕ . Clearly ܩ is isomorphic to ܥସ or ܭସ. 
ii) |ܧଵ| = |ଷܧ| ,4 = |ଶܧ| ,∅ = ∅ 
iii) Let ଵ݁, ଶ݁ , ݁ଷ , ݁ସ (ܩ)ܧ such that ݂( ଵ݁) = ݂( ଶ݁) = ݂( ଷ݁) = ݂(݁ସ) = 1. For ݂to be minimum EDIDF, any three 
of these edges must be adjacent to each other and all the edges in (ܩ)ܧ − { ଵ݁ , ଶ݁ , ݁ଷ, ݁ସ}, if any, must be adjacent to any 
three of these edges. This is possible only if ܩ is isomorphic to ܥସ or ܭସ. 
Theorem 2.6: For a cubic graph ܩ of order ݊, ߛௗூ

′ (ܩ) = ݊. 
Proof: Consider a cubic graph ܩof order ݊. Thenܩ has ଷ௡

ଶ
 edges. If we assign the weight 2 to exactly one edge incident 

at every vertex of ܩ and weight 0 to the remaining edges, we get an EDIDF of ܩ. So, ߛௗூ
′ (ܩ) = ∑ ݂(݁) ≤ ଵ

ଷ
 (ଷ௡

ଶ
 )2 = ݊. If 

|ܤ| then ,ܩ is a perfect matching inܤ = ௡
ଶ
 . In any ߛௗூ

′  − function ݂ of ܩ, all the edges of ܤ together contribute at least 
(௡

ଶ
)2 to ∑ ݂(݁).  So, ∑ ݂(݁) ≥ ݊ and the theorem follows. 

Theorem 2.7:For path ௡ܲ,ߛௗூ
′ ( ௡ܲ) = ൜  ݊ − 1,          ݂݅ ݊ ≡ (3݀݋݉) 1

݁ݏ݅ݓ ݎℎ݁ݐ݋                           ,݊
�. 

Proof: Consider the path ௡ܲ = ,ଵݒ) ଵ݁ , ,ଶݒ ݁ଶ, … … . . , ,௡ିଵݒ ݁௡ିଵ, ;(௡ݒ  ݁௞ = ,௞ݒ}  .{௞ାଵݒ
Case (i):  ࢔ ≡ ૙(ࢊ࢕࢓૜) 
Let ݃: (ܩ) ܧ  →  {0,1,2,3} be defined such that, 

݃(݁௞) =  ൝ 3, ݇ ݎ݋݂ = 3௜ − 1, ݅ = 1,2,3 … ,
݊
3

݁ݏ݅ݓݎℎ݁ݐ݋                                      ,0
� 

Hence, ߛௗூ
′ ( ௡ܲ)  ≤ ∑ ݃(݁) ≤ 3 ௡

ଷ
= ݊. 

To satisfy the condition of ߛௗூ
′  - function, every three consecutive edges of ௡ܲ must contribute at least 3 to ∑ ݃(݁). In 

this case the first ݊ − 3 edges contribute at least ଷ(௡ିଷ)
ଷ

=  ݊ − 3 and the remaining two edges together contribute at 

least 3 to ∑ ݃(݁). So, ∑ ݃(݁) ≥ ଷ(௡ିଷ)
ଷ

+ 3 = ݊. 
Case (ii):  ࢔ ≡ ૚(ࢊ࢕࢓૜) 

Define ݃: (ܩ) ܧ  →  {0,1,2,3} so that ݃(݁௞) =  ቊ 3, ݇ ݎ݋݂ = 3௜ − 1,   ݅ = 1,2,3 … , ௡ିଵ
ଷ

 .
݁ݏ݅ݓ ݎℎ݁ݐ݋                                             ,0

� 

Then, ߛௗூ
′ ( ௡ܲ) ≤  ∑ ݃(݁) ≤ ଷ(௡ିଵ)

ଷ
= ݊ − 1. 

Using a similar argument used in the second part of case (i),∑ ݃(݁) ≥ ݊ − 1 and the equality follows. 
Case (iii): ࢔ ≡ ૛(ࢊ࢕࢓૜) 

Define ݃: (ܩ) ܧ  →  {0,1,2,3} so that ݃(݁௜) = ቐ
3, ݇ ݎ݋݂ = 3௜ − 1,   ݅ = 1,2,3, … , ௡ିଶ

ଷ
2,                                              ݅ = ݊ − 1
݁ݏ݅ݓݎℎ݁ݐ݋                                            ,0 

� 

So, ߛௗூ
′ ( ௡ܲ) ≤ ∑ ݃(݁) ≤  3 (௡ିଶ)

ଷ
+ 2 =  ݊.  

Using a similar argument used in the second part of case (i) the first ݊ − 2 edges contribute at least ଷ(௡ିଶ)
ଷ

=  ݊ − 2 

and the remaining one edge contribute at least 2 to ∑ ݃(݁) so that  ∑ ݃(݁) ≥ ଷ(௡ିଶ)
ଷ

+ 2 = ݊. 

Proposition 2.8: For cycle ܥ௡,ߛௗூ
′ (௡ܥ) = ݊, ∀ ݊. 

Proof: Consider  ݃: ܧ (ܥ௡) →  {0,1,2,3}  such that ݃(݁) = 1, ∀ ݁ ∈ ௗூߛ  ௡so thatܥ Then ݃ is an EDIDF of.(௡ܥ) ܧ
′ (௡ܥ) ≤ ݊. 

To satisfy the condition of ߛௗூ
′ -function, any two consecutive edges of ܥ௡must contribute at least 2 to ∑ ݂(݁) so that 

∑ ݂(݁) ≥ ݊. 
Theorem 2.9: For ݊ ≥ ௗூߛ,3

′ (௡ܭ) = ݊. 
Proof: Consider an EDIDF, ݂of ܭ௡in which all the edges of the outer cycle of ܭ௡is given the weight 1  and all the 
remaining edges the weight  0. Then,  ߛௗூ

′ (௡ܭ) ≤ ∑ ݂(݁) = ݊. 
To get the reverse in equality we use induction on ݊. The result is obvious for ݊ = 3 ܽ݊݀ 4. Assume that the theorem 
is true for any integer ݉ < ݊. Let ݁ = ௡ܭ ௡ with weight 1. Thenܭ ଶ be an edge inݓଵݓ − ,ଵݓ} {ଶݓ =  ௡ିଶ. Byܭ
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hypothesis, ߛௗூ
′ (௡ିଶܭ) ≥ ݊ − 2. In any ߛௗூ

′ −function of ܭ௡, each edge in  ܧଵ must be adjacent to an edge in ܧଶ or 
adjacent to two edges in ܧଵ. So, ߛௗூ

′ (௡ିଶܭ) < ௗூߛ
′ (௡ܭ) − 1.Hence, ߛௗூ

′ (௡ܭ) > ݊ − 1so that ߛௗூ
′ (௡ܭ) = ݊. 

Theorem 2.10: For the complete bipartite graph ܭ௠,௡ with ݉ ≥ 2,݉ < ݊ 

ௗூߛ
′ (௠,௡ܭ) = ൜݉ + ݊ , ݂݅  ݊ < 2݉ 

 3݉, ݂݅ ݊  ≥  2݉ 
� 

and  ߛௗூ
′ (௠,௠ܭ) = 2݉. 

Proof: Let ܷ = ,ଵݑ} ଶݑ … , ܹ ௠ } andݑ = ,ଵݓ} ,ଶݓ … ,  .(௠,௡ܭ)ܸ ௡ } be a bipartition ofݓ
Case 1:࢓ < ࢔ ,݊  <  ࢓2
Define ݂: ܧ ൫ܭ௠,௡൯ →  {0,1,2,3}  by 
( ௜ݓ ௜ݑ)݂ = 2, ݅ = 1,2, … , ݉;݂൫ݑ௠ݓ௝൯ = 1,݆ = ݉ + 1, … , ݊and ݂൫ݑ௜ݓ௝ ൯ = 0, otherwise 
Then, ߛௗூ

′ (௠,௡ܭ) ≤ ∑ ݂(݁) = 2݉ + ݊ − ݉ = ݉ + ݊. 
 
Consider an edge dominating set ܰ = {݁ ∈ ;௠,௡൯ܭ൫ ܧ  ݁ = ݅ ݎ݋݂ ௜ݓ௜ݑ = 1,2,3, . . . , ݉}, which is also a maximum 
matching. To satisfy the condition of EDIDF, in a ߛௗூ

′ - function of ܭ௠,௡, the minimum positive weight that must be 
assigned to each of these ݉ edges is 2. Then the edges in ܧ ൫ܭ௠,௡൯ − ܰ are either adjacent to exactly two edges of ܰ or 
adjacent to exactly one edge of ܰ. In the former case, these edges can get the weight 0 and in the latter case, exactly 
one edge incident at each of the remaining ݊ − ݉ vertices must get the minimum positive weight 1. Hence, ∑ ݂(݁) ≥
2݉ + (݊ − ݉)  = ݉ + ݊ and the equality follows. 
 
Case 2:࢓ < ࢔ ,݊ ≥ ૛࢓ 
An EDIDF, ݂ofܭ௠,௡ can be obtained by assigning the weight 3 to all the ݉ edges incident at any one vertex of ܻand 
the weight 0 to all the remaining edges. Then exactly one edge of weight 3 is adjacent to each edge of weight 0 and 
clearly ݂ is minimum. Hence  ߛௗூ

′ ൫ܭ௠,௡൯ = 3݉. 
Case 3: ࢓ =  ࢔
Define ݂: ܧ ൫ܭ௠,௠൯ →  {0,1,2,3} such that for ݔ ∈ ,௠,௠൯ܭ൫ܧ (ݔ)݂ =  ൜ 2, ݔ  ݂݅ = ௜ݓ௜ݒ 

݁ݏ݅ݓݎℎ݁ݐ݋     ,0
�  . Then ݂ is an EDIDF of ܭ௠,௠ and 

ௗூߛ
′ ൫ܭ௠,௠൯ ≤ ∑ ݂(݁) = 2݉. 

As the number of vertices is even, there exists a perfect matching in ܭ௠,௠, say ܪ and | ܪ | = ݉. In any ߛௗூ
′  - function 

of ܭ௠,௠, all the edges in ܪ get a positive weight. By the definition of EDIDF, these m edges contribute at least 2݉ to 
∑ ݂(݁). Thus ߛௗூ

′ ൫ܭ௠,௠൯ = 2݉. 
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Fig.1 Illustration: ࡵࢊࢽ

′ ൫ࡷ૛,૜൯ = ૞      and      ࡵࢊࢽ
′ ൫ࡷ૛,૝൯ = ૟ 
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Internet of Things (IoT)is serving as a sensory component, being the eyes and nose of day today life 
equipment’s, which provides an ease of handling situations. The IoT ecosystem comprises interconnected 
devices with limited resources and diverse communication protocols, which pose unique challenges for 
intrusion detection. The paper discusses the importance of Intrusion Detection Systems (IDS) in securing 
IoT networks. The proliferation of IoT devices necessitates robust security measures to protect data privacy 
and integrity. Traditional intrusion detection techniques are not efficient enough to secure IoT networks 
due to resource constraint nature and diverse communication protocols. This work recommends 
Classification Based Hybrid Intrusion Detection Technique (YSCLIDT)approaches tailored for IoT networks 
while proposing a novel ML model. Also, it is found that YSCLIDT framework is designed making it 
collaborative security mechanism that enhance detection capabilities by sharing information across devices 
and networks. Collaborative security mechanisms enhance detection capabilities by sharing information 
across devices and networks. IDS in IoT networks play a crucial role in mitigating potential threats, as the 
result shows the performs of the model perform for up to 95% accuracy. 
 
Keywords: Internet of Things, WSN, Cloud, Intrusion Detection System (IDS), Machine Learning 
 
INTRODUCTION 
 
Internet of Things (IoT)outlines the interconnectedness of devices embedded with processing capabilities in everyday 
objects. These objects are deployed at applications at home, hospitals, traffic, enterprise and so on [1]. Being deployed 
as a public entity along with the humans, is creating virtual risk to IoT devices in any such applications. The security 
challenges comprise of limitation in capabilities, requirement of standardization, inadequate trust, and software 
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attacks[2]. Due to the heterogeneous nature, unique identity of device is challenging in the IoT networks, therefore 
access (control) and intrusion (detection) are the major zones of study[3]. Identities of Things (IDoT), describe IoT 
entities not only devices but also it includes users. For securing the identification of users, authentication factors used 
are i) username and password, ii) a physical token or cards, iii) fingerprint or face recognition, and etc. IoT devices are 
identified by common techniques include MAC, which is also at the risk of being spoofed. Identity of IoT consists of 
attributes and dynamic values, making them treated uniformly across platforms[4, 5,6, 7, 8, 9]. The presence of hybrid 
components that gives raise to hybrid techniques and representatives, opens door for the anonymous or unauthorized 
users to intrude the network.IDS helps detect and restrict unauthorized access to IoT networks [10]. The intrusion is 
broadly classified as Encryption, Network, Physical, and Software as depicted in figure 1. 
 
Attacks in IoT networks are broadly classified as Physical, Network, Software and Encryption as described in figure 1. 
In IoT networks IDS use ML techniques to analyse network and find the patterns representing the activity that fixes a 
IoT security breach [11]. Multilayer Perceptron (MLP) is a supervised technique used in classification-based prediction 
which consist of layers such as input, output and hidden layers [12]. Also, Long Short-Term Memory (LSTM) handle 
sequential input which could works with time-series data, as it identifies data propagation sequences[13, 14]. IDS lets it 
to be used as a security monitoring and handling tool helps identify and stop unauthorised access[15].The IDS is 
classified as anomaly and signature identification. Anomaly identification, use ML techniques to identify variations 
that might indicate intrusion. Thus, IDS spot security breaches using ML being a vital component for security in 
network and computer systems [16, 17, 18]. Furthermore, the paper is organized in such a way that, study of the 
literature is described in section ii. And section iii, details on the analysis extracted out of the extensive survey made, 
also section iv, explores the results and its interpretation. Finally, the work concludes by summarizing the research 
findings. 
 
REVIEW OF LITERATURE 
 
IoT network is facing issues as described above in four classifications such as Physical, Network, Software and 
Encryption (PyNSoCr) [23]. IDS performs better with the use of ML and deep learning (DL). It is used not only for 
detection of attacks also for prevention of the network from attacks. This study analyses the existing IDS mechanisms 
and their performance factors.  An IDS mechanism for IoT networks have been proposed suiting varied networks such 
as WSNs, MANETs and CPS’s[19].This reduces room of attacks on wider range of IoT networks as one among these 
three types of networks will be used as the backbone. Working in IIoT network authors [20]have proposed three 
independent models to detect intrusions. Here they have used Convolutional Neural Network in the first model, Long 
Short-Term Memory (LSTM) in the second model, and hybrid combination of these CNN + LSTM as the third model. 
Detecting intrusion in IoT networks authors [21]have used Multi-Feature Extraction Extreme Learning Machine (MFE-
ELM) and identified most network data packets generating good model using heterogeneous data[22]. The online 
attack detection and network traffic classification system have been introduced which integrates the use of stream 
Ensemble Learning (EL) with ML and DL techniques. Working on threat detection in IoT[24]concentrating on software-
based attacks such as spam, malware and intrusion authors have done a study on ML for protecting the network. Here 
MLis used to solve issues namely identification of Intrusion, Spam, and Malwares. On classifying the IDSs according to 
the attributes such as detection method, security threat and validation strategy, a intelligent system is proposed with 
four-layer Fully Connected (FC) network[26]. System is designed to be communication protocol-independent system 
which detects Blackhole, DDoS, Opportunistic Service, and Sinkhole attacks[25].An innovative IDS framework was 
proposed, leveraging the Sine-Cosine Algorithm (SCA) and Salp Swarm Algorithm (SSA)employed to identify features 
that were subsequently fed into a machine learning model[30].Machine learning-assisted techniques have shown 
promise in device identification due to their ability to capture dynamic device behaviors and offer automation 
capabilities. Supervised machine learning techniques exhibit high accuracy in device identification but require 
extensive labeled datasets, which can be challenging to obtain. Conversely, unsupervised machine learning can achieve 
good accuracy without labeled data[32].An anomaly-based Intrusion Detection Deep Learning Multiclass classification 
model (EIDM) was proposed to classify 15 traffic behaviors and 14 attack types using CICIDS2017 data. This model 
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was compared against four state-of-the-art deep learning models, demonstrating superior results in terms of 
classification accuracy and efficiency metrics[34]. It is evident that ML based IDS techniques is predominant in 
handling the network, software and other kinds of risks in IoT networks. This is also placing a mark by enhancing the 
performance of the IoT integrated system. 
 
Analysis on Intrusion Detection System in IoT Networks  
Detailed analysis on intrusion detection in IoT networks is presented in this section. The IDS in IoT is classified based 
on the issues under four major categories such as Physical, Network, Software, and Encryption. These approaches 
show promising results in enhancing the accuracy and efficiency of IDS, especially for diverse IoT environments 
with various data characteristics. While some papers focus on specific types of attacks or network architectures, 
others propose comprehensive approaches for addressing multiple security issues. Additionally, bio-inspired 
algorithms and genetic algorithms are gaining attention for their effectiveness in optimizing IDS models. Here's a 
table summarizing the information on different mitigation techniques employed along with IoT: 
 
ML Based Intrusion Detection Systems for IoT networks  
IDS plays a critical role in monitoring device-to-device traffic using various ML techniques. Thus, ML based IDS serves 
as a primary line of defence by detecting potential threats and preventing unauthorized access and malicious attacks on 
the network. In modern computer networks, IDS serves as the primary defence against network intrusions and other 
security threats. Network-based Intrusion Detection Systems (NIDS) analyse and inspect network traffic as well as 
logins on hosted devices to identify signatures of known threats and potentially dangerous malware attacks, even if 
they are previously unknown, thereby enhancing network security. The key objectives of the IDS in the context of 
monitoring IoT networks include: 
 Monitoring the IoT network for suspicious activities and unauthorized intrusions. 
 Providing context-awareness to other connected systems and devices on the network. 
 Initiating necessary defensive measures in response to detected threats. 
When the IDS identifies both internal and external threats, it can generate alerts or trigger security mechanisms to 
mitigate potential attacks. An IDS typically consists of several key components that work together to detect and 
respond to security threats. These components may vary depending on the specific IDS implementation, functions of 
the core components commonly found in an IDS are Sensors, Analysis Engine, Alert, Reports and Logs, ML/ AI, and 
Signature. 
 
Figure 2, describe the components of the proposed YSCLIDT system. Sensors are responsible for collecting data from 
various sources. Network IDS (NIDS) layer of YSCLIDT monitor traffic, while host-based IDS (HIDS) layer of YSCLIDT 
monitors activities on IoT devices. The analysis engine being the core of the YSCLIDT process the data collected. It 
analyses the data to identify patterns, anomalies, or known attack signatures. This layer is responsible for detection of 
IoT attacks using techniques classified as signature, anomaly, and behaviour. 
When the analysis engine of YSCLIDT detects a potential security threat or intrusion, it generates alerts. These alerts 
are sent to the appropriate personnel or security administrators. The alerts typically include information about the 
nature of the threat, its severity, and the affected systems. The interface provided allow security administrators to 
configure and manage the YSCLIDT. YSCLIDT maintain a database that stores historical data, alerts, and other 
information which further support forensic analysis and reporting. 
 
YSCLIDT Algorithm 
The model is designed to strengthen the proposed YSCLIDT framework which enhances the security of IoT networks. 
The proposed model is designed as an YSCLIDT algorithm which is presented here below: 
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Input 
Coefficients β0,β1,…,βn 
Input variables x1,x2,…,xn 

Output: 
P(yi=1) representing the probability 

Procedure 
Calculate the linear combination 

Compute z=β0+β1x1+β2x2+…+βnxn 
Apply the function 

Compute ez 
Compute 1+ez 
Compute P(yi=1)=1/ e−z 

End 
 

 
This algorithm calculates the probability P(yi=1) based on the logistic regression model represented by Equation 1. It's 
important to note that this algorithm assumes that the necessary coefficients and input variables are provided. 
Additionally, in practice, you would also perform model training to estimate the coefficients from data before applying 
this algorithm for predictions. The methodology chosen includes feature selection, cleaning and preprocessing, 
splitting of data into training and test data, generating the model using logistic regressing while considering 18 
different features. In order to predict whether the attack have occurred or not occurred, while considering multiple 
other attributes for constructing the model. 
 
RESULTS AND DISCUSSION 
  
All experiments were performed on a lab setup, however the training set included 1,000,000 records, eighteen 
features, and a class label. The test data was 733,706 records with ten features. The pre-processeddata that is after 
removing duplicate rows and filling the missing values the data is subjected to generation of model. The attribute to 
evaluate the performance of the intrusion detection model is identified as accuracy, precision, and recall.Given m 
samples with n features each, the logistic regression model predicts the probability P(yi=1) that an attack has 
occurred for each sample i. The model uses the sigmoid function (P) to map linear combination of features to a 
probability value. The value of probability is selected from 0 to 1. 
 
௜ݕ)ܲ = 1) = ଵ

ଵା௘ ష(ഁబ శഁభೣభశഁమೣమశഁయೣయశ ……  శഁ೙ೣ೙
   eq. 1 

 
Eq. 1, shows the logistic regression modal (LReg) that evaluates the probability, whereP(yi=1)denotes the probability 
of attack occurred for sample i, xijdenoting the value of feature j for a sample i, β0 is the intercept, β1,β2,…,βm are the 
coefficients of the features and e representing the base of the natural logarithm. The logistic regression model is 
trained by maximizing the likelihood of the observed data. The likelihood function is given by: 
 
L(β)=∏௜ୀଵ

௡ P(yi∣Xi;β)yi⋅(=1−P(yi∣Xi;β))1−yieq. 2  

 
Eq 2, shows the likelihood function, where Xi represents the feature vector for sample i, yi is the true label for sample 
i,P(yi∣Xi;β) is the predicted probability that yi=1.The coefficients β0,β1,…,βm are estimated by minimizing the 
negative log-likelihood function (equivalently, maximizing the log-likelihood function). This is typically done using 
optimization algorithms such as gradient descent or other numerical optimization methods. After training, the model 
is used to test/ predict whether an attack has occurred for new samples. Computing the probability P(y=1) using the 
learned coefficients and applying a threshold 0.5 it could report positive if the attack occurred or negative showing 
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attack not occurred. Figure 2, describes the achieved results based on the parameters such as accuracy, precision and 
recall. The accuracy of the proposed prediction model is calculated to be 93.88%. While the precision is computed as 
99.9%, this is supported by a good recall value computed to be 90.2. This enhances the security by identifying the 
attacks in IoT Networks. 
 
Table 2, shows the performance of the proposed model, while compared with other models, such as SVM and MLP 
ANN. The performance shows that the proposed logistic regression-based model performs better by providing an 
accuracy of about 93.88%. Figure 3, compares the performance metrics of three machine learning models: SVM, MLP 
ANN, and a Proposed Model. The Proposed Model achieves the highest accuracy at approximately 93.88%, followed 
by SVM at 88.372%, and MLP ANN at 87.4%. Precision measures the model's ability to avoid false positive predictions. 
The Proposed Model achieves a precision of 99.98%, indicating a high proportion of correctly identified positive 
instances. Precision values are not available for SVM and MLP ANN in this comparison. The F1-score, balancing 
precision and recall, is approximately 90.2% for the Proposed Model. F1-score values are not available for SVM and 
MLP ANN. Overall, the Proposed Model demonstrates superior performance across accuracy, precision, and F1-score 
metrics, suggesting its effectiveness for the task. However, other factors like computational complexity and 
interpretability should also be considered when choosing the best model. 
 
CONCLUSION  
 
In conclusion, this comprehensive survey underscores the crucial role of Intrusion Detection Systems (IDS) in 
enhancing the security of IoT networks. The utilization of machine learning, deep learning, and other cutting-edge 
approaches showcases their promise in fortifying the cyber security of IoT devices and defending against a diverse 
array of cyber threats. The findings of this survey offer valuable guidance to researchers and professionals, equipping 
them with the knowledge needed to advance and deploy robust intrusion detection systems within IoT environments. 
The proposed YSCLIDT model provides an accuracy of 99.98%, while detect attacks earlier with good precision thus it 
performs better compared with other techniques. Therefore, the YSCLIDT framework is proven at detecting real time 
attacks and also could provide insight on the vulnerabilities in IoT networks through the patterns. 
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Table 1, presents the analysis of the ML based approaches proposed for handling the intrusion. Therefore,it is clear 
that the ML based IDS is more efficient, hence the proposal. 
Paper Technique Used Details 
[23] ML & DL IDS for detection and prevention of attacks in IoT networks. 
[19] Not specified IDS models proposed for different IoT networks (WSNs, 

MANETs, CPS). 
[20] CNN, LSTM, Hybrid CNN + LSTM Three independent models for intrusion detection in IIoT 

networks, hybrid model achieves high accuracy. 
[21] MFE-ELM algorithm Effective intrusion detection in heterogeneous IoT data. 
[22] Stream ML, DL, Ensemble Learning Online attack detection and network traffic classification in IoT 

networks. 
[24] Machine Learning Addressing software-based attacks (spam, malware, intrusion) in 

IoT devices. 
[26] Deep Learning (DL) Four-layer approach with Fully Connected (FC) network 

architecture for IoT  
[27] DL with GAN Detecting cybersecurity vulnerabilities and breaches in IoT-driven 

IICs networks. 
[28] Artificial Intelligence (AI) Anomaly-based detection system 
[30] Hybrid SCA & SSA with ML classifiers Hybridized IDS for IoT networks using bio-inspired algorithms 

and ML classifiers. 
[31] YOLO, SORT, DL Video-based IDS for IoT with object detection and real-time 

tracking. 
[32] Supervised & Unsupervised ML IoT device identification using machine learning approaches. 
[33] Not specified Investigating current IoT security research trends and proposing 

taxonomy. 
[34] Enhanced Anomaly-based DL 

Multiclass model 
IDS for classifying various traffic behaviors and attacks with high 
accuracy. 

[35] Genetic Algorithms with DL IDS for Fog nodes in IoT with optimized neural network model. 
[36] PCC-CNN IDS using a model combining Pearson-Correlation Coefficient and 

CNN for high accuracy. 
[37] Learning approach with ECC and bio-

inspired algorithms 
Reducing IoT sensor cost and enhancing security with ECC-RH 
technique. 
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Table 2. Comparison of the Models based the Results 
 Accuracy Precision Recall 
SVM [38] 88.372 100 88.371 
MLP ANN 87.4 - - 
Proposed Model 93.88 99.98 90.2 
 

  
Figure. 1.1. Most common intrusion attacks in IoT 
network  

Figure 1. Components of an Intrusion Detection 
System 

  
Figure 2. Performance of the L Reg Model Figure 3. Performance analysis on the proposed 

model with existing models 
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The detour pebbling number of a graph G, denoted by݂∗(ܩ)  ݅s the maximum ݂∗(ܩ,  over all the  (ݒ
vertices of G. The detour t-pebbling number of a graph G, is denoted by ௧݂

 is the maximum of ,(ܩ)∗
௧݂

,ܩ)∗  .for all v ߳ G. Here, we obtain the detour t-pebbling number of star related graphs (ݒ
 
Keywords: Detour Pebbling Number, Detour t-pebbling number, Star Graph. 
 
INTRODUCTION 
 
The pebbling moves consists of removing two pebbles from a vertex and moving one to the adjacent and throwing 
away one pebble. Lourdusamy et al. [6] defined the detour pebbling number ݂∗(ܩ) and detour t-pebbling number. 
“A detour pebbling number of a vertex v of a graph G is the smallest number ݂∗(ܩ,  that allows a pebble to be (ݒ
moved to v via a detour path by a sequence of pebbling moves for any placement of  ݂∗(ܩ,  pebbles on the vertices (ݒ
of G. The detour pebbling number of a graph G, denoted by ݂∗(ܩ), is the maximum ݂∗(ܩ,  over all the vertices of (ݒ
G”. The detour t-pebbling number of v is the minimum ௧݂

,ܩ)∗ such that for any arrangement of ௧݂ (ݒ
,ܩ)∗  pebbles on (ݒ

the graph G, using detour paths, t pebbles can be moved to v by a chain of pebbling moves. The detour t-pebbling 
number of a graph G, is denoted by ௧݂

is the maximum of ௧݂ ,(ܩ)∗
,ܩ)∗  .for all v ∈ G (ݒ

The readers can get the information about the graphs ܥ௡⊙ܭଵ,  (ଵ,௡ܭ)′ܵ,(௡,௡ܤ)௡,௡, Sܤ
and S(ܭଵ,௡) in [1, 5]. Here, we study the detour t-pebbling number of above mentioned graphs. The following 
theorems are used to prove the detour t-pebbling number of star related graphs. 
Theorem 1.1. [8] For C୬⊙Kଵ, f ∗( C୬⊙Kଵ) = 2୬ାଵ+ (n − 2). 
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Theorem 1.2. [8] For the graph B୬,୬, f ∗(B୬,୬) = 2n + 6. 
Theorem 1.3. [8] For the graph S(B୬,୬), f ∗(S(B୬,୬)) = 6n + 58. 
Theorem 1.4. [8] For the graph S′(Kଵ,୬), f ∗(S′(Kଵ,୬)) = 2n + 13. 
Theorem 1.5. [8] For S(Kଵ,୬), f ∗(S(Kଵ,୬)) = 3n + 10. 
Note 1.6. Throughout this article, p(z)  stands for total number of pebbles initially placed on the vertex z and p(S)  
stands for the number of pebbles on the vertices of S. The destination vertex is denoted as Ω. P୧    means detour path 
and  P୧

~   represents the collection of vertices that are not on the detour path. d∗(u, v) is denoted as detour distance 
from u to v. 
 
MAIN RESULTS 
 
Theorem 2.1. For ܥ௡⊙ܭଵ,  ௧݂

 .2௡ାଵ+ (n − 2)ݐ = (ଵܭ⊙௡ܥ )∗
Proof. Let V (ܥ௡⊙ܭଵ) = {ܽ௥ , ܾ௥: 1 ≤ r ≤ n} and E(ܥ௡⊙ܭଵ) = {ܽ௥ܽ௥ାଵ,ܽ௡ܽଵ:1 ≤ r ≤ n − 1}∪{ܽ௥ܾ௥: 1 ≤ r ≤ n}. Consider the 
detour path ଵܲ: ܾଵܽଵܽଶ … ܽ௡ܾ௡. Let Ω = ܾ௡. It is not possible to transfer t pebbles to vertex ܾ௡using 2ݐ௡ାଵ−1 pebbles 
onܾଵ and 1 pebble each on ܾ௞ where k ≠1, n. Hence,  ௧݂

≤ (ଵܭ⊙௡ܥ )∗  .2௡ାଵ+ (n-2)ݐ
Now we prove that we can move t-pebbles to any vertex by induction on t. For t = 1 the result follows from Theorem 
1.1. As t ≥ 2 the graph contains at least 2௡ାଶpebbles on its vertices. Since d∗(ܾଵ, ܾ௡) is at most n + 1, one pebble can be 
moved to any vertex by using maximum of  2௡ାଵpebbles. Hence, we are left with 2ݐ௡ାଵ− 2௡ାଵ+ (n − 2) =(t-1)2௡ାଵ+ (n-
2) = ௧݂ିଵ

 . Then (t-1) pebbles can be transfer to Ω by induction on t .(ଵܭ⊙௡ܥ )∗
 Hence,  ௧݂

 .2௡ାଵ+ (n-2)ݐ = (ଵܭ⊙௡ܥ )∗
 
Theorem 2.2. For ܤ௡,௡,  ௧݂

 .8t + 2n − 2 = (௡,௡ܤ)∗
Proof. Let V (ܤ௡,௡) = {a, b,ܽ௥ , ܾ௥: 1 ≤ r ≤ n} and E(ܤ௡,௡) = {aܽ௥; bܾ௥: 1 ≤ r ≤n}∪{ab}. The length of detour path ଵܲ: ܽଵabܾଵis 3. 
Let Ω = ܾଵ. Placing 8t-1 pebbles on the detour path ଵܲand 1 pebble each on the vertices of Pଵ

~   we cannot reach Ω. 
Thus, ௧݂

 .8t + 2n − 2 ≤ (௡,௡ܤ)∗
 
Now we prove the sufficient condition by induction on t. Let us place 8t + 2n − 2 
pebbles on V (ܤ௡,௡). For t = 1, by Theorem 1.2 we can it is possible to transfer 1 pebble to the target using 2n + 6 
pebbles. 
Case 1. Let Ω = ܽ௥or ܾ௥, where 1 ≤ r ≤ n. 
Without loss of generality, let Ω = ܽ௥. Thus݀∗ (ܽ௥, ܾ௥) = 3. By Theorem 1.2 it is sufficient to move a pebble by using 
2n+6 pebbles. Further to move t−1 pebbles, we require 
8t + 2n − 2 − (2n + 6) = 8t − 8 = 8(t − 1)pebbles.  
By placing 8(t−1) pebbles on any one of the vertices which is of distance 3 we could shift t − 1 pebbles to Ω. Hence, 
we shift t pebbles to Ω. 
Case 2. Let Ω = a or b. 
Without loss of generality, let Ω = a. Then ݀∗(a,ܾ௥) = 2. By Theorem 1.2, we require 2n + 3 pebbles to move a pebble to 
Ω. To move (t − 1) additional pebbles we require, 
8t + 2n − 2 − (2n + 3) = 8t − 5 >4(t − 1) pebbles. Hence, we shift (t − 1) pebbles by using just 4(t − 1) pebbles on one of the 
vertices which is of distance 2. Thus, we are left with 4t − 1 pebbles. So the total number of pebbles used is 4(t − 1) + 
2n + 3 = 4t + 2n − 1. Hence, 
 ௧݂

 .8t + 2n – 2 = (௡,௡ܤ)∗
 
Theorem 2.3. For S(ܤ௡,௡),  ௧݂

∗ (S(ܤ௡,௡) ) = 64t + 6n − 6. 
Proof. Let V (S(ܤ௡,௡)) = {a, ܽ′, b, ܽ௥, ܾ௥ , ܽ௥

′, ܾ௥
′:1 ≤ r ≤ n} and E(S(ܤ௡,௡) ={aܽ′, ܽ′ b, aܽ௥

′, ܽ௥
′ܽ௥, ܾܾ௥

′, ܾ௥
′ܾ௥ : 1 ≤ r ≤ n}.Let Ω = 

ܽ௥. Then  ݀∗ (ܽ௥ , ܾ௥) = 2. By Theorem 1.3, to move a  pebbles to ܽ௥by using 6n+58 pebbles. If we place 64t−65 pebbles 
on ܽ௥, we cannot move (t − 1) additional pebbles to ܽ௥. Hence,  ௧݂

∗ (S(ܤ௡,௡) )  ≥ 64t + 6n − 6. 
Now we prove that we can shift t pebbles to any vertex by induction on t. Consider 
the configuration of 64t + 6n − 6 pebbles on V (S(ܤ௡,௡)). 
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Case 1. Let Ω = ܽ௥or ܾ௥. 
Without loss of generality, assume Ω = ܾ௥. Thus ݀∗(ܾ௥ , ܽ௥) = 6. By Theorem 1.3,we transfer a pebble to Ω using 6n + 58 
pebbles. Then the number of pebbles remaining is 
64t + 6n − 6 − (6n + 58) = 64(t − 1).  
Then we place 64(t − 1) pebbles on other vertices which are of distance 6. It is 
easy to see that t − 1 additional pebbles can be moved to Ω. 
Case 2. Let Ω = ܽ௥

′or ܾ௥
′. 

Without loss of generality, assume Ω = ܾ௥
′. Thus ݀∗ (ܾ௥

′, ܽ௥) = 5. By Theorem 1.3, we use 6n+27 pebbles  to transfer a 
pebble to Ω. Then the number of pebbles remaining is 
64t + 6n − 6 − (6n + 27) = 64t − 33 >32(t − 1). Then we move t − 1 additional pebbles to Ω. 
Case 3. Let Ω = a or b. 
Without loss of generality, let us assume Ω = b. Thus ݀∗(b, ܽ௥) = 4. By Theorem 1.3, using  
6n + 13 pebbles we transfer a pebble to Ω. Then we are left with 
64t + 6n − 6 − (6n + 13) = 64t − 29 >16(t − 1)pebbles. Hence we shift further t − 1 pebbles to Ω. 
Case 4. Let Ω = ܽ′ 
Let Ω = ܽ′. Then ݀∗ (ܽ௥, ܽ′) = 3. We use 6n + 9 pebbles to move a pebble to Ω. Then we are left with64t + 6n − 6 − (6n + 
9) = 64t − 15 >8(t − 1)pebbles. Hence t − 1 additional pebbles can be moved to Ω. 
Thus,  ௧݂

∗ (S(ܤ௡,௡) ) = 64t + 6n − 6. 
 
Theorem 2.4. For the graph  ܵ′(ܭଵ,௡),  ௧݂

 .16t + 2n − 3 =( (ଵ,௡ܭ) ′ܵ )∗
Proof. Let V ( ܵ′(ܭଵ,௡)) = {a, b, ܽ௥, ܾ௥: 1 ≤ r ≤ n} and E( ܵ′(ܭଵ,௡),) = {aܾ௥, aܽ௥,ܽ௥b :1 ≤ r ≤ n}. Consider the detour path ଵܲ: 
ܽ௡bܽଵܾܽଵ. Let Ω = ܾଵ. Placing 16t-1pebbles on ܽ௡and 1 pebble each on ܾ௥(r ≠1) and  ܽ௥ (r ≠1, n), we cannot reach 
Ω. Hence, ௧݂

 .16t + 2n − 3 ≤ ( (ଵ,௡ܭ) ′ܵ )∗
Now we prove the sufficient condition by induction on t. Consider the configuration 
of 16t + 2n − 3 pebbles on  V ( ܵ′(ܭଵ,௡)) . 
Case 1. Let Ω = ܽ௥or ܾ௥. 
Without loss of generality, assume Ω =ܾ௥ Thus ݀∗(ܾ௥,ܽ௡) = 4. We can transfer a pebble to Ω by using 2n + 13 pebbles 
by Theorem 1.4. Then we are left with, 16 + 2n − 3 − (2n + 13) = 16(t − 1) pebbles, with which we can put further (t − 1) 
pebbles on Ω. 
Case 2. Let Ω = a or b. 
Without loss of generality, assume Ω = b. Thus ݀∗(b,ܾଵ) = 3. By Theorem 1.4, 
using 2n + 6 pebbles to shift a pebble to Ω. With the remaining pebbles, 
16t + 2n − 3 − (2n + 6) = 16t − 9 >8(t − 1). By induction we can shift further (t − 1) pebbles on Ω. 
Thus,  ௧݂

 .16t + 2n − 3 = ( (ଵ,௡ܭ) ′ܵ )∗
 
Theorem 2.5. For S(ܭଵ,௡),  ௧݂

∗ (S(ܭଵ,௡)) = 16t + 3n − 6. 
Proof. Let V (S(ܭଵ,௡)) = {a,ܽ௥,ܾ௥: 1 ≤ r ≤ n}. And E(S(ܭଵ,௡)) = {aܽ௥,ܽ௥ܾ௥:1 ≤ r ≤ n}. Consider the detour path ଵܲ: ܾଵܽଵܽܽ௡ܾ௡. 
The detour distance betweenܾଵand ܾ௡is 4. By placing 16t−1 pebbles on ܾଵand 3 pebbles each on every pendant vertex 
of S(ܭଵ,௡) except ܾ௡, we cannot reach Ω. Hence ௧݂

∗ (S(ܭଵ,௡)) ≥ 16t+3n−6. 
Now we prove the sufficient condition by induction on t. 
Case 1. Let Ω = ܾ௥. 
Thus݀∗ (ܾ௡, ܾ௥) = 4. We can move a pebble by using 3n + 10 pebbles, by Theorem 1.5. With the remaining pebbles, 
16t + 3n − 6 − (3n + 10) = 16(t − 1). Then we can transfer further (t − 1) pebbles on Ω by induction. 
Case 2. Let Ω = ܽ௥. 
Thus ݀∗ (ܽ௥, ܾ௥) = 3. By Theorem 1.5 we require 3n + 3 pebbles to shift a pebble to Ω. With the remaining pebbles, 
16t + 3n − 6 − (3n + 3) = 16t − 9 >8(t − 1). Then we can shift further (t − 1) pebbles to Ω. 
Case 3. Let Ω = a. 
Thus ݀∗ (ܾ௥, ܽ) = 2. By Theorem 1.5, we use 3n+1pebbles to move a pebble to Ω. Then we are left with16t + 3n − 6 − (3n 
+ 1) = 16t − 7 >4(t − 1)pebbles. By induction we transfer (t − 1) additional pebbles to Ω. 
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Thus,  ௧݂
∗ (S(ܭଵ,௡))  = 16t + 3n − 6. 
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J. Jon Arockiaraj [2] introduced the concept of Hesitancy Fuzzy graph (HFG), a graph in which the 
vertices and edges are assigned with a degree of membership, non-membership, and hesitancy.  He also 
introduced degree of an edge. In this paper, we have introduced and defined the aggregate edge degree 
of a HFG. Furthermore, we have derived formulas for calculating the aggregate edge degree in aHFG, 
when the underlying graph belongs to a specific class. 
 
Keywords: Hesitancy Fuzzy Graph, Edge degree, Aggregate edge degree 
 
INTRODUCTION 
 
In the realm of fuzzy set theory, introduced by Lotfi A. Zadeh [4], a significant evolution has taken place with the 
introduction of Hesitant Fuzzy Sets (HFSs) by V. Torra [5]. HFSs were conceived as an innovative extension to 
conventional fuzzy sets, addressing the inherent challenge of selecting a precise membership degree for an element 
from a range of possible values. This novel approach proves particularly instrumental in managing uncertainty 
arising from the hesitancy associated with determining membership degrees. Building upon this foundation, J. Jon 
Arockiaraj [2] contributed to this evolving field by proposing Hesitancy Fuzzy Graphs. This research initiative aims 
to encapsulate the degree of hesitancy inherent in the acceptance or rejection of individual nodes and edges within a 
fuzzy graph. In this paper we define the aggregate edge degree of a HFG and derive explicit formulas for its 
calculation when the underlying graph is a cycle, complete graph, complete bipartite graph and a wheel graph. 
 
Preliminaries 
Fuzzy Graph[1]:Let ܩ = (ܸ, ℰ) be a graph. A fuzzy graphܩ = (V, σ, µ) ) is characterized by a triple, comprising a 
nonempty set V and a pair of functionsσ: V → [0,1] and µ ∶  ℰ →  [0, 1]  such that 
, (ݕ ݔ)ߤ  ≤ (ݔ)ߪ   ∧ ,ݔ  for all (ݕ)ߪ  ∋ ݕ  ܸ. 
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Example:  

 
Hesitancy Fuzzy Graph [2]: A Hesitancy Fuzzy Graph is of the form G(V, E)with the vertex set V(ૄ૚, ઻૚ , ઺૚) in which 
µଵrepresents membership, γଵnon-membership and βଵrepresents hesitancy degree of a vertex ݒ௜ in ܸ; take the values 
from the unit interval [0,1] and also satisfies the condition, for every vi∈V 
µ1(vi)+γ1(vi)+β1(vi)=1                                 (1) 
where   β1

(vi)=1 - ൣµ1(vi)+γ1(vi)൧ and 0≤µ1(vi)+γ1(vi)≤1, 
and an edge set E൫µ2,γ2,β2൯ ⊆ V×V represents the edge relation with ߤଶ:V×V → [0,1], γ2:V×V → [0,1] and ߚଶ:V×V → 
[0,1] represents membership, non-membership and hesitancy degree between the vertices respectively and it is given 
by, 
µ2൫vi,vj൯≤min ቀµ1(vi),µ1൫vj൯ቁ   (2) 

γ2൫vi,vj൯≤max ቀγ1(vi),γ1൫vj൯ቁ   (3) 

β2൫vi,vj൯≤min ቀβ1(vi),β1൫vj൯ቁ   (4) 
and   0≤µ2൫vi,vj൯+γ2൫vi,vj൯+β2൫vi,vj൯≤1,∀ ൫vi,vj൯ ∈ E     (5) 
 
We denote a HFG by G(V,E)=(V൫µ1,γ1,β1൯, Eቀµ2,γ2,β2ቁ) 
 
Definition [2]:The underlying graph of a HFG is the corresponding crisp or classical graph that forms the basis for 
the hesitancy fuzzy representation and is denoted by ܩ∗. 
 
Diagrammatic Representation of a Hesitancy Fuzzy Graph [2]:A visual representation of a Hesitancy Fuzzy Graph 
can be depicted in a two-dimensional plane, where each vertex corresponds to a distinct point, ensuring a unique 
representation for each vertex. The edges connecting these vertices are visually represented by simple "Jordan" arcs, 
distinctly joining pairs of vertices. The membership, non-membership and hesitancy values of vertices/edges are 
given in ordered triplets. Diagrammatic representation of a HFG is given in the following example.   
 
Example: Consider a HFG, ܩ(ܸ, ,ଵߤ))ܸ with the vertex setset (ܧ ,ଵߛ   ଵ) asߚ
µ1={(a,0.4),(b,0.3),(c,0.5),(d,0.7)}; 
γ1={(a,0.4),(b,0.4),(c,0.3),(d,0.2)} ; 
β1={(a,0.2),(b,0.3),(c,0.2),(d,0.1)} 
and edge set ߤ)ܧଶ, ,ଶߛ  ଶ) asߚ
µ2=൛൫(ab,0.2),(bc,0.1൯,(cd,0.4),(da,0.3),(bd,0.3),(ac,0.3)ൟ; 
γ2=൛൫(ab,0.3),(bc,0.2൯,(cd,0.4),(da,0.3),(bd,0.3),(ac,0.2)ൟ 
β2=൛൫(ab,0.1),(bc,0.2൯,(cd,0.1),(da,0.1),(bd,0.1),(ac,0.1)ൟ 
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Here the underlying graph of G is ܭସ 
 
Definition [2]: Let G(V,E)= ൬V൫µ1,γ1,β1൯,Eቀµ2,γ2,β2ቁ൰ be a HFG. 

Then the degree of the vertex ݒ௜ is,݀(ݒ௜) = ൬∑  ൫௩೔ ,௩ೕ൯∈ா ௜ݒଶ൫ߤ  , ,௝൯ݒ ∑  ൫௩೔ ,௩ೕ ൯∈ா ௜ݒଶ൫ߛ  , ,௝൯ݒ ∑  ൫௩೔,௩ೕ൯∈ா ,௜ݒଶ൫ߚ   ௝൯൰ݒ

Definition[2]: The membership degreedµ2
(uv), non-membership degreedγ2

(uv) and hesitancy degreedβ2
(uv)of an 

edge in a HFGG(V,E)= ൬V ൫µ1,γ1,β1൯,Eቀµ2,γ2,β2ቁ൰ is defined bydµ2
(uv)=dµ2

(u)+dµ2
(v)-2eµ2

(uv) 
dγ2

(uv)=dγ2
(u)+dγ2

(v)-2eγ2
(uv) 

dβ2
(uv)=dβ2

(u)+dβ2
(v)-2eβ2

(uv) 

The degree of an edge uv in a HFG(V,E)= ൬V൫µ1,γ1,β1൯,Eቀµ2,γ2,β2ቁ൰ is denoted as  dG(uv) and is defined as 

dG(uv)= ൬dµ2
(uv),dγ2

(uv),dβ2
(uv)൰. 

 
MAIN RESULTS 
 
Definition: The aggregate edge degree of a HFG G(V,E)= ൬V൫µ1,γ1,β1൯,Eቀµ2,γ2,β2ቁ൰  is defined as the sum of the 

degrees of its edges and is denoted as ࣛ(ܩ). So  ࣛ(G)= ቀ∑ dµ2
൫vivj൯vivj∈E , ∑ dγ2

൫vivj൯vivj∈E , ∑ dβ2
൫vivj൯vivj∈E ቁ. 

 
Example: In Example 2.7,d(a)=(0.8,0.8,0.3), d(b)=(0.6,0.8,0.4), 
d(c)=(0.8,0.5,0.4), d(d)=(1.0,0.7,0.3),d(ab)=(1.0,1.0,0.5), d(bc)=(1.2,0.9,0.4), 
d(cd)=(1.4,1.0,0.5);d(da)=(1.2,0.9,0.4), 
d(ac)=(1.0,0.9,0.5);d(bd)=(1.0,0.9,0.5)and 
 .(6.8,5.6,2.8)=(ܩ)ࣛ
 
Theorem: Let G=(V,E) be HFG on a cycle. Thenࣛ(ܩ)= ∑ d(v)vi ∈ V . 
 
Proof:  Let ܩbe HFGon a cycle v1v2……vnv1 
෍ d(vi)

vi ∈ V

= ෍ (dµ
vi∈ V

(vi),dβ(vi), (dγ(vi)) 

(ܩ)ࣛ = ෍ d(vivi+1)
n

i=1

=( ෍ dµ(vivi+1)
n

i=1

, ෍ dγ(vivi+1)
n

i=1

, ෍ dβ(vivi+1)
n

i=1

) 

Now, ∑ dµ(vivi+1)n
i=1  = dµ(v1v2) + dµ(v2v3) + ………dµ(vnv1) 

=dµ൫v1)+dµ(v2൯-2µ2(v1v2)+dµ(v2)+dµ(v3)-2µ2(v2v3)+….+dµ(vn)+dµ(v1)-2µ2(vnv1) 
=2[dµ൫v1)+dµ(v2൯+…+dµ൫v1)+dµ(vn൯]-2[µ2(v1v2)+µ2(v2v3)+…µ2(vnv1)] 
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=2 ∑ dµ(vi)-n
i=1 2 ∑ µ2(vivi+1)n

i=1 = ∑ dµ(vi)n
i=1   since ∑ dµ(vi)n

i=1 =2 ∑ µ2(vivi+1)n
i=1  

 
Similarly, ∑ dγ(vivi+1)n

i=1 = ∑ dγ(vi)n
i=1 & ∑ dβ(vivi+1)n

i=1 = ∑ dβ(vi)n
i=1  

Hence the theorem. 
 
Illustration: Consider the following HFG on the cycle ܥହ 
 

 
d(a)+d(b)+d(c)+d(d)+d(f)=(.2,.5,.2)+(.3,.9,.2)+(.3,.8,.3)+(.3,.5,.4)+  (.3,.3,.3)  
=(1.4,3.0,1.4)      
µ2(ab)=(0.3,0.6,0.2), µ2(bc)=(0.2,0.7,0.3), µ2(cd)=(0.4,0.7,0.3) 
µ2(df)=(0.2,0.4,0.3), µ2(fa)=(0.3,0.6,0.3) 
µ2(ab)+µ2(bc)+µ2(cd)+µ2(df)+µ2(fa)=(1.4,3.0,1.4).    
Hence ࣛ(ܩ)=.∑ d(v)vi∈ V  

Theorem: Let G(V,E)= ൬V൫µ1,γ1,β1൯,Eቀµ2,γ2,β2ቁ൰ be HFG on a complete graph. Then ࣛ(ܩ)=(n-2) ∑ d(vi∈ V vi). 

 
Proof: Let ܩbe HFGon complete graph ܭ௡ 
෍ d(vi)

vi ∈ V

= ෍ (dµ
vi∈ V

(vi),dβ(vi), (dγ(vi)) 

෍ d(vivi+1)
n

i=1

=( ෍ dµ(vivi+1)
n

i=1

, ෍ dγ(vivi+1)
n

i=1

, ෍ dβ(vivi+1)
n

i=1

) 

Now,∑ dµ൫vivj൯vivj∈ E =dµ(v1v2)+dµ(v1v3)+………dµ(v1vn)+dµ(v2v3)+........+dµ ቀvn-1vnቁ 
=dµ൫v1)+dµ(v2൯-2µ2(v1v2)+dµ(v1)+dµ(v3)-2µ2(v1v3)+.....+dµ(vn-1)+dµ(vn)-2µ2(vn-1vn) 
=(n-1)[dµ൫v1)+dµ(v2൯+…+dµ൫v1)+dµ(vn൯]-2[µ2(v1v2)+µ2(v2v3)+…µ2(vnv1)] 
=(n-1) ∑ dµ(vi)-n

i=1 2 ∑ µ2(vivi+1)n
i=1 =(n-2) ∑ dµ(vi)n

i=1 . 
Similarly, ∑ dγ(vivi+1)n

i=1 =(n-2) ∑ dγ(vi)n
i=1 & ∑ dβ(vivi+1)n

i=1 =(n-2) ∑ dβ(vi)n
i=1 . 

Hence the theorem. 
 
Illustration: In Example 2.7d(a)=(0.8,0.8,0.3),d(b)=(0.6,0.8,0.4); 
d(c)=(0.8,0.5,0.4),d(d)=(1.0,0.7,0.3) 
d(ab)=(1.0,1.0,0.5),d(bc)=(1.2,0.9,0.4); 
d(cd)=(1.4,1.0,0.5), d(da)=(1.2,0.9,0.4); 
d(ac)=(1.0,0.9,0.5), d(bd)=(1.0,0.9,0.5) 
∑ d(ab )=(6.8,5.6,2.8) and ∑ d(a) =(3.2,2.8,1.4). 
Hence∑ d(ab )=2 ∑ d(a). 
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Theorem: Let G(V,E)= ൬V൫µ1,γ1,β1൯,Eቀµ2,γ2,β2ቁ൰be a HFG  on a complete bipartite graph ܭ௠,௡  where  ݉ ≤ ݊ Then 

=(ܩ)ࣛ ቀn-mቁ ∑ d(ui)ui ∈ V1 +(m-1)∑ d(vi)vi∈ V  where V=(V1,V2) is the bipartition of V. 
 
Proof: Let G be a HFGon complete bipartite graph ܭ௠,௡with ݉ ≤ ݊ . Let V1={u1,u2…..um} and V2={w1,w2…..wn} 
෍ d(vi)

vi∈ V

=( ෍ (dµ
vi  ∈ V

(vi), ෍ dγ
vi  ∈ V

(vi), ෍ dβ
vi  ∈ V

(vi)) 

(ܩ)ࣛ = ෍ d(vivi+1)
n

i=1

=( ෍ dµ(vivi+1)
n

i=1

, ෍ dγ(vivi+1)
n

i=1

, ෍ dβ(vivi+1)
n

i=1

) 

Now,∑ dµ൫vivj൯vivj  ∈ E =dµ(u1w1)+dµ(u1w2)+………dµ(u1wn)+dµ(u2w1)+….+dµ(u2wn) 
                                                        +…dµ(umw1)+…..+dµ(umwn) 

=dµ൫u1)+dµ(w1൯-2µ2(u1w1)+dµ(u1)+dµ(w2)-2µ2(u1w2)+.....+dµ(um)+dµ(wn)-2µ2(umwn) 
=nൣdµ൫u1)+dµ(u2൯+…+dµ(um)൧+mൣdµ൫w1)+dµ(w2൯+…+dµ(wm)൧-2[µ2(u1w1)+µ2(u1w2) 
+…µ2(umwn)] 

=(n-m) ෍ (dµ(ui)+
ui∈V1

m ෍ (dµ(vi)
vi∈V

+2 ෍ µ2൫uiwj൯
n

i=1

 

=(n-m) ෍ (dµ(ui)+(m-1) ෍ (dµ(vi)
vi∈Vui∈V1

 

Similarly, ∑ dγ(vivj)vivj ∈ E =(n-m) ∑ dγ(ui)+(m-1) ∑ dγ(vi)vi ∈ Vui∈V1
and 

∑ dβ(vivj)vivj  ∈ E =(n-m) ∑ dβ(ui)+(m-1) ∑ dβ(vi)vi  ∈ Vui∈V1   
Hence the theorem. 
Note: Let G=(V,E) be HFGon a star graph K1,n. Then ∑ d(vivj)vivj  ∈ E = ቀn-1ቁ d(u1) 
 
Illustration: Consider the following HFG on the complete bipartite graph ܭଶ,ଷ. The membership, non-membership 
and hesitancy values of vertices are given and edges are given in the tables below. 
 

 
The membership, non-membership and hesitancy degree of vertices and edges are given in the following tables: 
Vertices (ߤଵ,ߛଵ,  (ଵߚ

ܽ (0.4,0.4,0.2) 
ܾ (0.3,0.4,0.3) 
 (0.5,0.3,0.2) ݔ
 (0.7,0.2,0.1) ݕ
 (0.6,0.2,0.2) ݖ

   
Edges  (ߤଶ,ߛଶ,  (ଶߚ

 (0.3,0.3,0.1) ݔܽ
 (0.2,0.3,0.1) ݕܽ
 (0.1,0.2,0.2) ݖܽ
 (0.2,0.3,0.1) ݔܾ
 (0.2,0.2,0.1) ݕܾ
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 (0.3,0.1,0.2) ݖܾ
   
d(a)=(0.6,0.8,0.4), d(b)=(0.7,0.6,0.4), 
d(x)=(0.5,0.6,0.2), d൫y൯=(0.4,0.5,0.2), 
d(z)=(0.4,0.3,0.4),d(ax)=(0.5,0.8,0.4), 
d൫ay൯=(0.6,0.7,0.4),d(az)=(0.8,0.7,0.4), 
d(bx)=(0.8,0.6,0.4), d൫by൯=(0.7,0.7,0.4),d(az)=(0.5,0.7,0.4) 
Now, ࣛ(ܩ) = ∑ d(vivj)vivj ∈ E =(3.9,4.2,2.4) 
Here m = 2 and n = 3 and ∑ d(vi)vi∈ V =(2.6,2.8,1.6).  Therefore, 
ቀn-mቁ ∑ d(ui)ui ∈V1

+ ቀm-1ቁ∑ d(vi)vi ∈V =(1.3,1.4,1.8)+(2.6,2.8,1.6)=(3.9,4.2,2.4). 
 
Theorem: LetG(V,E)= ൬V൫µ1,γ1,β1൯,Eቀµ2,γ2,β2ቁ൰be HFG  on a wheel graph with vertex  set V={v0,v1…vn} where ݒ଴is 

the unique vertex with degree n. Then ࣛ(ܩ)=2 ∑ d(vi)n
i=1 + ቀn-3ቁ d(v0). 

 
Proof:∑ d(vi)vi  ∈ V =( ∑ (dµvi∈ V (vi), ∑ dγvi∈V (vi), ∑ dβvi∈V (vi)) 

(ܩ)ࣛ = ෍ d(vivi+1)
n

i=1

=( ෍ dµ(vivi+1)
n

i=1

, ෍ dγ(vivi+1)
n

i=1

, ෍ dβ(vivi+1)
n

i=1

) 

Now,∑ dµ൫vivj൯vivj∈E =dµ(v0v1)+dµ(v0v2)+………dµ(v0vn)+dµ(v1v2)+ 
dµ(v2v3) +.......+dµ(vnv1) 

=dµ൫v0)+dµ(v1൯-2µ2(v0v1)+dµ(v0)+ dµ(v2)-2µ2(v0v2)+…….+dµ(v0)+dµ(vn)-  
2µ2(v0vn)+dµ(v1)+dµ(v2)-2 µ2(v1v2)+…+  dµ(vn)+dµ(v1)-2 µ2(vnv1) 

=ndµ(v0)+3 [dµ൫v1)+dµ(v2൯+…+dµ(vn)]-2 ෍ µ2(vivj)
vivj∈V

 

=(n-3)dµ(v0)+3 ෍ (dµ(vi)
vi∈V

-2 ෍ µ2൫vivj൯
vivj∈V

=(n-3)dµ(v0)+2 ෍ (dµ(vi)
vi∈V

 

Similarly, ∑ dγ൫vivj൯vivj ∈ E = ቀn-3ቁ dγ(v0)+2 ∑ (dγ(vi)vi  ∈ V & 

෍ dβ൫vivj൯
vivj  ∈ E

=(n-3)dβ(v0)+2 ෍ (dβ(vi)
vi  ∈ V

 

Hence the theorem. 
 
Illustration: We illustrate the above theorem for a HFG on ହܹ 

 
The membership, non-membership and hesitancy degree of edges are given in the table below: 
Edges (ߤଶ,ߛଶ, ,ଶߛ,ଶߤ) ଶ) Edgesߚ  (ଶߚ

 (0.1,0.4,0.2) ܾܽ (0.1,0.3,0.2) ݔܽ
 (0.4,0.3,0.1) ܾܿ ((0.3,0.3,0.1) ݔܾ
 (0.3,0.3,0.2) ݀ܿ (0.4,0.1,0.2) ݔܿ
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 (0.2,0.4,0.1) ݁݀ (0.3,0.3,0.1) ݔ݀
 (0.1,0.2,0.2) ܽ݁ (0.2,0.1,0.2) ݔ݁

 
Here, d(a)=(0.3,0.9,0.6), d(b)=(0.8,1.0,0.4), d (c) = (1.7,0.7, 0.5) 
d(d) = (0.8,1.0, 0.4), d(e) = (0.5,0.7,0.5), d(x) = (1.3, 1.1, 0.8) 
∑ ݀(ܽ) = (4.8, 5.4, 3.2). 
Degree of each edge is given below: 
Edges ݁݁ݎ݃݁ܦ Edges ݁݁ݎ݃݁ܦ 

 (0.9,1.1,0.6) ܾܽ (1.4,1.4,1) ݔܽ
 (1.1,1.1,0.7) ܾܿ ((1.5,1.5,1) ݔܾ
 (1.3,1.1,0.5) ݀ܿ (1.6,0.9 ,1.6) ݔܿ
 (0.9,0.9,0.7) ݁݀ ((1.5,1.5,1) ݔ݀
 (0.6,1.2,0.7) ܽ݁ (0.9 ,1.6 ,1.4) ݔ݁

 
(ܩ)ࣛ = ෍ d(ab)=(12.2, 13, 8)  

2 ∑ d(a) +(n-3) d(x)= 2 (4.8, 5.4, 2.8) + 2 (1.3, 1.1, 0.8) = (12.2, 13, 8). 
 
CONCLUSION 
 
In this paper, we have defined the aggregate edge of a HFG and formulated expressions for calculating the aggregate 
edge degree of HFG when the underlying graph belongs to a specific class of graphs. 
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Picture fuzzy sets (PFSs), initially proposed by Cuong and Kreinovich, are more effective than 
intuitionistic fuzzy sets (IFSs) to hold the indefiniteness in real-life problems. This paper introduces 
similarity measures between picture fuzzy sets (PFSs). The principle of this analysis is to present a 
similarity measure for picture fuzzy sets (PFSs) through a confirmation of its validity and to discuss its 
key characteristics. The suggested similarity measure is also use in machine learning decision-making 
processes like clustering. The numerical examples demonstrate how well the developed approach 
solves actual situations. 
 
Keywords: Fuzzy sets (FSs), Intuitionistic fuzzy sets (IFSs), Picture fuzzy set (PFSs), Similarity measure, 
Clustering. 
 
INTRODUCTION 
 
An evaluation between the two different objects from a variety of points is required to address a variety of real-
world issues related to image processing, machine learning, pattern identification, and decision-making, among 
other things. Different study used different compatibility/comparison measures depending on the type of problem. 
The terms "similarity measure," "distance measure," "correlation measure," etc. are commonly used in compatibility 
and comparability studies. The PFS is a non-standard variety of fuzziness. It is important to discuss the notable 
studies about the advancements and applications of the FSs and IFSs because the PFS is a direct extension of FS and 
IFS. Zadeh, 1965  first introduced the fuzzy set (FS) theory. Fuzzy set theory deals with membership degree taking 
value zero or one in the interval [0, 1]. Atanassov, 1986)  introduced IFSs, which measure both membership and non-
membership. However IFSs does not deal with neutral degree. Let us consider an example of daily life. There are 
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social groupings that support, oppose, or remain neutral on any choice during time for voting. Still, there is another 
group in society that abstain from voting. To solve these type of problems, Cuong & Kreinovich, 2014  suggested the 
concept of PFSs, which deal among membership, non-membership and neutral degree, under the situation that sum 
of all these degree should be less than and equal to one. For new achievements, distance measure (Son  & Thong, 
2017) and similarity measure (Singh et al., 2018) for PFSs is presented in this paper. Both distance and similarity 
measures are important concepts to solve real-life problems like pattern recognition (Jiang et al.,2019, Son & Thong, 
2017) and clustering analysis (Thong & Son, 2017, Xu, Z et al., 2008). Arya and Kumar,  2021 developed multi-criteria 
decision-making approach. A new similarity measure between PFSs was created by Gupta  & Kumar, 2022 with 
applicability to pattern recognition and clustering issues.  
 
Main aim of clustering analysis is to categorized data into various classes depends on similarity measure. Ashraf et 
al., 2019 developed new similarity measures for clustering and pattern recognition in IFSs. Similarity measure 
depends on the concept of connection number was suggested by Garg & Rani, 2021. Between the lower and upper 
bounds of membership and non-membership degree, Song et al., 2019  employed the concept of consistency degree. 
Various researchers (Singh, 2015, Thong & Son, 2017) proposed some approaches for performing clustering analysis in 
PF environment. Kumar & Kumar, 2023 suggested a novel IF similarity measure with applications in decision-making, 
pattern recognition, and clustering problems. Singh & Kumar, 2023 developed VIKOR approach for solving multi-
criteria decision-making. 
 
The current work related with the research of PF- similarity measure. Rest of the paper is structured as follow:  
In section 2, some basic fundamentals of FSs, IFSs and PFSs are presented. Section 3, introduces a similarity measure 
and describes its characteristics. In section 4, clustering analysis is suggested by similarity measure by real life issues. 
The conclusion and the prospect range are covered in section 5. 
 
PRELIMINARIES  

Definition 2.1 (Zadeh, 1965). A FS Q  in a finite universe set  1 2= ,  , ,  qK m m m  is defined as:  

  = , ( ) | , = 1,2, , ,z Q z zQ m s m m K z q                             (2.1) 

where ( ) [0,1]Q zs m   is the membership degree of the element zm in the set Q . For convenience, Zadeh, 1965 

called ( )Q zs m  a fuzzy number (FN) denoted by = ( )ll s .  

Definition 2.2  (Atanassov, 1986). An IFS B  in a finite universe set  1 2= , , , qK m m m  is defined as: 

                                         (2.2) 

where ( ) [0,1]B zs m   is membership degree and ( ) [0,1]B ze m   is non-membership degree of element zm  in 

the set B . Here, 0 ( ) ( ) 1B z B zs m e m    for all zm K . For zm K , ( ) =1 ( ) ( )B z B z B zm s m e m    defined 

as degree of hesitancy of zm  in B . For convenience, Atanassov, 1986 called ( ( ),  ( ))B z B zs m e m  an intuitionistic 

fuzzy number (IFN) denoted by = ( , )t tt s e . 

Definition 2.3 (Cuong & Kreinovich, 2014). A PFS I  in a finite universe set  1 2= , , , qK m m m  is defined as:  

  = ,  ( ),  ( ),  ( ) | ,  =1,2, , ,z I z I z I z zI m s m g m e m m K z q                            (2.3) 
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where ( ) [0,1]I zs m   is membership degree, ( ) [0,1]I zg m   is neutral degree and ( ) [0,1]I ze m   is non-

membership degree of the element zm  in the set I , here 0 ( ) ( ) ( ) 1I z I z I zs m e m g m    .  For zm K , 

( ) =1 ( ) ( ) ( )I z I z I z I zm s m g m e m    is defined as refusal degree of I  of zm  in I . Knowledge about zm  is more 

certain if I  has a small value. On the other hand, knowledge about zm  is more uncertain, if the value of I  is 

great. For convenience, Cuong & Kreinovich, 2014 called ( ( ),  ( ),  ( ))I z I z I zs m g m e m  a picture fuzzy number (PFN) 

denoted by = ( , , )i i ii s g e . If neutral degree ( )Ig  is equal to zero, then PFS becomes IFS and when both non-

membership degree ( )Ie , neutral degree ( )Ig  equal to zero, then PFS becomes FS. The integration of the neutral 

degree Ig  determines the detail of objects more precisely and improve the quality and validity of outcomes. 

Definition 2.4 (Cuong & Kreinovich, 2014). If K  contains two picture fuzzy sets, I  and W , then different operations 
are defined as follows: 

1.   ={ , ( ), ( ), ( ) | }, =1,2,..c
z I z I z I z zI m e m g m s m m K z q .  

2.  I W , if ( ) ( )I z W zs m s m , ( ) ( )I z W zg m g m , ( ) ( )I z W ze m e m ,  zm K .  
3.  = { , max( ( ), ( )), min( ( ), ( )),min( ( ), ( )) | }z I z W z I z W z I z W z zI W m s m s m g m g m e m e m m K   

4.   = { ,min( ( ), ( )),min( ( ), ( )),max( ( ), ( )) | }z I z W z I z W z I z W z zI W m s m s m g m g m e m e m m K   

Definition 2.6  (Singh et al., 2018). A function * : ( ) ( ) [0,1]S PFS K PFS K   with ,  I W  and ( )Q PFS K  is 
constructed as a similarity measure, if it satisfies the following properties:   

1.  *0 ( , ) 1S I W  .  

2.  * *( , ) = ( , )S I W S W I .  

3.  *( , ) =1S I I .  

4.  If I W Q  , then * *( , ) ( , )S I Q S I W  and * *( , ) ( , )S I Q S W Q . 
 

PROPOSED SIMILARITY MEASURE FOR PICTURE FUZZY SETS 
This section introduces a novel PF similarity measure and provides evidence for its reliability. Let 

and = { , ( ),  ( ), ( ) | }z W z W z W z zW m s m g m e m m K be two PFSs, afterward 
the suggested similarity measure for PFSs is given below: 

Definition 3.1 Let  1 2= , , , qK m m m  be a finite universe set. For , ( )I W PFS K , we define similarity measure as 

 

*

=1

2(| ( ) ( ) | | ( ) ( ) | | ( ) ( ) |
| ( ) ( ) |)1( , ) = 1
4 ( ) ( ) ( ) ( ) ( ) ( )
| ( ) ( ) |

I z W z I z W z I z W z
q

I z W z

z I z W z I z W z I z W z

I z W z

s m s m e m e m g m g m
m m

S I W
q s m s m e m e m g m g m

m m

 

 

      
 

         
 

  



 

(3.1) 

Theorem 3.2.Measure *S  is fulfil the subsequent characteristics: 
1.  *0 ( , ) 1S I W  .  

2.  * *( , ) ( , )S I W S W I  
3.  * ( , ) = 0S I I .  
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4.  If I W Q  , then * *( , ) ( , )S I Q S I W  and * *( , ) ( , )S I Q S W Q .  
Proof. 
1.  For ,  ( )I W PFS K , it is clear that  

0  | |,| |,| |,| | 1I W I W I W I Ws s g g e e       .  

 This implies that 0 | | | | | | | | 4.I W I W I W I Ws s g g e e           This implies that 

2(| ( ) ( ) | | ( ) ( ) | | ( ) ( ) | | ( ) ( ) |)
0 1.

4 ( ) ( ) ( ) ( ) ( ) ( ) | ( ) ( ) |
I z W z I z W z I z W z I z W z

I z W z I z W z I z W z I z W z

s m s m e m e m g m g m m m
s m s m e m e m g m g m m m

 
 

       
  

         

=1

2(| ( ) ( ) | | ( ) ( ) | | ( ) ( ) |
| ( ) ( ) |)10 1 1
4 ( ) ( ) ( ) ( ) ( ) ( )
| ( ) ( ) |

I z W z I z W z I z W z
q

I z W z

z I z W z I z W z I z W z

I z W z

s m s m e m e m g m g m
m m

q s m s m e m e m g m g m
m m

 

 

      
 

          
 

  

  

Taking sum both sides and we get *0 ( , ) 1S I W  .  
2.  It is obvious.  
3.  It is obvious. 
4.Consider ,  ,  ( )I W Q PFS K , such that I W Q  , then ( ) ( ) ( )I z W z Q zs m s m s m  , 

( ) ( ) ( )I z W z Q zg m g m g m  , ( ) ( ) ( )I z W z Q ze m e m e m  .  

So, we have 
| ( ) ( ) | | ( ) ( ) |I z W z I z Q zs m s m s m s m   , | ( ) ( ) | | ( ) ( ) |W z Q z I z Q zs m s m s m s m   ,  

| ( ) ( ) | | ( ) ( ) |I z W z I z Q zg m g m g m g m   , | ( ) ( ) | | ( ) ( ) |W z Q z I z Q zg m g m g m g m   ,  

| ( ) ( ) | | ( ) ( ) |I z W z I z Q ze m e m e m e m   , | ( ) ( ) | | ( ) ( ) |W z Q z I z Q ze m e m e m e m    .  

| ( ) ( ) | | ( ) ( ) |,| ( ) ( ) | | ( ) ( ) | .I z W z I z Q z W z Q z I z Q zm m m m m m m m              

Hence, * *( , ) ( , )S I Q S I W  and * *( , ) ( , )S I Q S W Q . 
 

CLUSTERING ANALYSIS 
Main aim of clustering problem is to split the data into various classes depends on similarity measure. Xu et al., 2008 
developed clustering algorithm for IFSs. We extend the algorithm given by Xu et al., 2008 in picture fuzzy 

environment based on picture fuzzy similarity measure *S  defined as  

*
1

2(| ( ) ( ) | | ( ) ( ) | | ( ) ( ) |
| ( ) ( ) |)1( , ) = 1
4 ( ) ( ) ( ) ( ) ( ) ( )
| ( ) ( ) |

I z I z I z W z I z W z

q I z W z
z

I z W z I z W z I z W z

I z W z

e m s m e m e m g m g m
m m

S I W
q s m s m e m e m g m g m

m m



      
 

         
 

  

  

 

 

Definition 4.1 Let xI  be q  PFSs, then = ( )vx q qD d   is defined as a similarity matrix, where *= ( , )vx v xd S I I  stands 

for similarity measure among two PFSs vI  and xI  and holds the following characterstics:   

   1.  0 1vxd  , , =1,2,...,v x q .  

   2.  =1vvd , =1,2,...,v q .  

   3.  =vx xvd d , , =1,2,...,v x q .  
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Definition 4.2 (Xu et al., 2008). Suppose = ( )vx q qD d   is a similarity measure, 2D  is called a composition matrix of 

D  if 2 = = ( )vx q qD DoD d  , where  

  = min ,  ,  ,  = 1,2,..., .maxvx vl lx
l

d d d v x q  (4.1) 

Theorem 4.3 (Xu et al., 2008). If = ( )vx q qD d   is a similarity matrix, then there must be a positive integer m  with 
( 1)2 2=
mm

D D


 and 2mD  is also an equivalent similarity matrix after the finite number of compositions: 
2 4 2... ...

m
D D D D      

 
Definition 4.4 (Xu et al., 2008). Create an equivalent similarity matrix = ( )vx q qD d  . The cutting  matrix of D is 

then denoted by = ( )vx q qD d 


  , where  

vx

vx

0 if d  < ,
=

1 ife d   ,vxd


  
  (6.2) 

,  =1,  2,...,  v x q  and   is confidence level with [0,1] .  
 The algorithm for PFS clustering is given below: 

 
Algorithm 
S1: Assume that 1 2{ , ,..., }pJ J J  is a collection of PFSs on K  and 1 2{ , ,..., }q    is a collection of attributes. Create a 

similarity matrix = ( )vx q qD d   with *= ( , )vx v xd S I I .  

*

=1

2 | ( ) ( ) | | ( ) ( ) | | ( ) ( ) |

| ( ) ( ) |1( , ) = 1 .
4 | ( ) ( ) | | ( ) ( ) | | ( ) ( ) |

| ( ) ( ) |

I z I z I z I z I z I zv x v x v x

q I z I zv x
v x

z I z I z I z I z I z I zv x v x v x
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       

 
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

 

S2:Check to see if the similarity matrix satisfies the requirement 2D D . In the event that it does not hold, an equal 

similarity matrix 2m
D is created: 

2 4 2... ...
m

D D D D      , until 
( 1)2 2=
mm

D D


 

S3: Then, using the confidence level  , create the  -cutting matrix. 
S4: Alternatively proceed to step 2 and combine D to create an equivalent matrix. 

S5: Different confidence levels   are clustered together. If all of the entries in D ’s tv h  column are equivalent to 

the corresponding elements in the tx h  column then, PFSs vI  and xI  belong to the same cluster or type. All vI  are 
clustered according to this principle.  
 
A Numerical Example is used to study the Problem of Clustering 
 
Example 6.5 A builder wants to build a road. He needs a partner to do this assignment. To complete this task, he has 

10 employees, l , =1,2,...,10l .Builder choose him based on a number of factors: 1 (knowledge), 2 (way of 

presentation), 3 (communication skills), 4 (creativity), 5 (personality). The data from the assessment 
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information is presented through the PFSs and displayed in Table 1, to clearly convey the contrasting viewpoints of 
builder. 
S1: Following the collection of picture fuzzy data, we establish the picture fuzzy-similarity matrix using the 

similarity measure *S :  
 

1.0000 0.6069 0.5938 0.6422 0.7056 0.6886 0.7043 0.6883 0.7027 0.6886
0.6069 1.0000 0.7151 0.7587 0.7764 0.7492 0.6032 0.6579 0.5792 0.6663
0.5938 0.7151 1.0000 0.7284 0.7288 0.6308 0.5773 0.6021 0.5413 0.6407
0.6422 0.7587 0.7284

D 

1.0000 0.7113 0.7616 0.6333 0.6841 0.5946 0.6858
0.7056 0.7764 0.7288 0.7113 1.0000 0.6791 0.6086 0.6319 0.5801 0.6190
0.6886 0.7492 0.6308 0.7616 0.6791 1.0000 0.6914 0.7220 0.6109 0.6175
0.7043 0.6032 0.5773 0.6333 0.6086 0.6914 1.0000 0.8355 0.6169 0.6567
0.6883 0.6579 0.6021 0.6841 0.6319 0.7220 0.8355 1.0000 0.5919 0.6678
0.7027 0.5792 0.5413 0.5946 0.5801 0.6109 0.6169 0.5919 1.0000 0.6638
0.6686 0.6663 0.6407 0.6858 0.6190 0.6175 0.6567 0.6678 0.6638 1.0000

 
 
 
 
 
 
 
 
 
 
 
 
 
 
    

2

1.0000 0.7056 0.7056 0.7056 0.7056 0.7043 0.7043 0.7043 0.7027 0.6686
0.7056 1.0000 0.7288 0.7587 0.7764 0.7587 0.6914 0.7220 0.6638 0.6663
0.7056 0.7288 1.0000 0.7284 0.7288 0.7284 0.6308 0.6841 0.6407 0.6858
0.7056 0.7587 0

DoD D 

.7284 1.0000 0.7587 0.7616 0.6914 0.7220 0.6638 0.6858
0.7056 0.7764 0.7288 0.7587 1.0000 0.7492 0.7043 0.6883 0.7027 0.6858
0.7043 0.7587 0.7284 0.7616 0.7492 1.0000 0.7220 0.7220 0.6886 0.6686
0.7043 0.6914 0.6308 0.6914 0.7043 0.7220 1.0000 0.8355 0.7027 0.6686
0.7043 0.7220 0.6841 0.7220 0.6883 0.7220 0.8355 1.0000 0.6883 0.6841
0.7027 0.6638 0.6407 0.6638 0.7027 0.6886 0.7027 0.6883 1.0000 0.6686
0.6686 0.6663 0.6858 0.6858 0.6858 0.6686 0.6686 0.6841 0.6686 1.0000

 
 
 
 
 
 
 
 
 
 
 
 
 
 
    

2 2 4

1.0000 0.7056 0.7056 0.7056 0.7056 0.7056 0.7043 0.7056
0.7056 1.0000 0.7288 0.7587 0.7764 0.7587 0.7220 0.7220
0.7056 0.7288 1.0000 0.7288 0.7288 0.7288 0.7220 0.7220
0.7056 0.758

0.7027 0.6858
0.7027 0.6858
0.7027 0.6858

D DoD  

0.7027 0.6858
0.70

0

27 0.6858
7 0.7288 1.0000 0.7587 0.7616 0.7220 0.7220

0.7056 0.7764 0.7288 0.7587 1.0000 0.7587 0.7220 0.7220
0.700 8 00 .7 78 00 27 78 00 .7 61 80 57 86 . 5 7 . 2 . 6 6 . 587 1.0000 0.7220 0.7220
0.7043 0.7220 0.7220 0.7220 0.7220

6

.7220 1.0000 0.8355
0.7056 0.7220 0.7220 0.7220 0.7220 0.7220 0.8355 1.0000
0.7027 0.7027

0.7027 0.6858
0.

0
7027 0.6858

1.0 8.7027 0.7027 0.7027 0.7027 0.7027 0.7027
0.6858 0.6858 0.6858 0.6858 0.6858 0.685

50
8 0.685

8
8 0.

0
68

0 0.
58

6
0. 858 1.0000

 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
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4 4 8

1.0000 0.7056 0.7056 0.7056 0.7056 0.7056 0.7056 0.7056 0.7027 0.6886
0.7056 1.0000 0.7288 0.7587 0.7764 0.7587 0.7220 0.7220 0.7027 0.6886
0.7056 0.7288 1.0000 0.7288 0.7288 0.7288 0.7220 0.7220 0.7027 0.6886
0.7056 0.758

D DoD  

7 0.7288 1.0000 0.7587 0.7616 0.7220 0.7220 0.7027 0.6886
0.7056 0.7764 0.7288 0.7587 1.0000 0.7587 0.7151 0.7006 0.7351 0.7736
0.7056 0.7587 0.7288 0.7616 0.7587 1.0000 0.7220 0.7220 0.7027 0.6886
0.7056 0.7220 0.7220 0.7220 0.7220 0.7220 1.0000 0.8355 0.7027 0.6886
0.7056 0.7220 0.7220 0.7220 0.7220 0.7220 0.8355 1.0000 0.7027 0.6886
0.7027 0.7027 0.7027 0.7027 0.7027 0.7027 0.7027 0.7027 1.0000 0.6886
0.6886 0.6886 0.6886 0.6886 0.6886 0.6886 0.6886 0.6886 0.6886 1.0000

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

8 168

1.0000 0.7056 0.7056 0.7056 0.7056 0.7056 0.7056 0.7056 0.7027 0.6886
0.7056 1.0000 0.7288 0.7587 0.7764 0.7587 0.7220 0.7220 0.7027 0.6886
0.7056 0.7288 1.0000 0.7288 0.7288 0.7288 0.7220 0.7220 0.7027 0.6886
0.7056 0.75

D DoD  

87 0.7288 1.0000 0.7587 0.7616 0.7220 0.7220 0.7027 0.6886
0.7056 0.7764 0.7288 0.7587 1.0000 0.7587 0.7151 0.7006 0.7351 0.7736
0.7056 0.7587 0.7288 0.7616 0.7587 1.0000 0.7220 0.7220 0.7027 0.6886
0.7056 0.7220 0.7220 0.7220 0.7220 0.7220 1.0000 0.8355 0.7027 0.6886
0.7056 0.7220 0.7220 0.7220 0.7220 0.7220 0.8355 1.0000 0.7027 0.6886
0.7027 0.7027 0.7027 0.7027 0.7027 0.7027 0.7027 0.7027 1.0000 0.6886
0.6886 0.6886 0.6886 0.6886 0.6886 0.6886 0.6886 0.6886 0. 06 86 1.0008

 
 
 
 
 
 
 
 
 
 
 
 
 
 
    

 
So 16D  equals to 8D . As a result, 8D is a comparable equivalent similarity matrix. Finally, various confidence 
levels   are used to describe the clusters for the PFSs. The clusters are discussed in the following table. We can 
determine the clustering distribution through algorithm as displayed in Figure 1. It is clear that the applicants fall 
into two trend i.e. 1 2 3 4 5 6 7 8 9 10{ , , , , , , , , },{ }          . Thus, using a clustering diagram, we may assess the general 
trend when   is at a relaxed level. The suggested customized PFSC algorithm clearly classifies the PFSs , which is 
same as Ashraf et al., 2019, Garg & Rani, 2021. Jiang et al.,2019 and Song et al., 2019. 
 
CONCLUSIONS 
 
In this manuscript, a novel PF similarity measure is suggested among its properties. We have also looked into the 
recommended measures using experimental analysis, which includes numerical experiments and clustering 
difficulties. We used the suggested PF similarity measure to solve clustering problems. We found that our suggested 
PF similarity measure is agreeing. The consequence of proposed measure is also support by a variety of additional 
methods in clustering problems. In the future, we will expand this study to T- spherical fuzzy sets, Spherical fuzzy 
sets, and Pythagorean fuzzy sets. 
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Table 1. Data of assessment 

 1  2  3  4  5  

1  (0.2,0.1,0.3) (0.1,0.2,0.6) (0.7,0.0,0.2) (0.8,0.1,0.1) (0.9,0.1,0.0) 

2  (0.6,0.2,0.2) (0.2,0.1,0.3) (0.4,0.1,0.3) (0.3,0.1,0.1) (0.1,0.3,0.4) 

3  (0.5,0.3,0.1) (0.1,0.5,0.4) (0.3,0.0,0.5) (0.1,0.2,0.3) (0.2,0.7,0.1) 

4  (0.4,0.2,0.1) (0.2,0.3,0.1) (0.4,0.2,0.1) (0.4,0.2,0.1) (0.3,0.6,0.0) 

5  (0.3,0.1,0.4) (0.0,0.2,0.6) (0.3,0.1,0.4) (0.2,0.1,0.1) (0.4,0.3,0.1) 

6  (0.5,0.2,0.2) (0.2,0.1,0.1) (0.3,0.2,0.2) (0.9,0.0,0.1) (0.5,0.2,0.2) 

7  (0.1,0.7,0.1) (0.6,0.0,0.4) (0.6,0.1,0.0) (0.8,0.2,0.0) (0.6,0.1,0.1) 

8  (0.2,0.6,0.2) (0.7,0.0,0.3) (0.4,0.2,0.1) (0.7,0.1,0.0) (0.7,0.2,0.1) 

9  (0.1,0.1,0.0) (0.4,0.1,0.2) (0.7,0.0,0.2) (0.1,0.0,0.9) (0.8,0.0,0.1) 

10  (0.6,0.4,0.0) (0.5,0.3,0.1) (0.8,0.1,0.1) (0.2,0.3,0.1) (0.9,0.0,0.0) 

 
Table 2. Clustering outcome 

Class Confidence level Cluster 
1 0.0000 < a  0.6886 1 2 3 4 5 6 7 8 9 10{ , , , , , , , , , }           

2 0.6886 <a   0.7027 1 2 3 4 5 6 7 8 9 10{ , , , , , , , , },{ }           

3 0.7027 <a   0.7056 1 2 3 4 5 6 7 8 9 10{ },{ , , , , , , },{ },{ }           

4 0.7056 <a   0.7220 1 2 3 4 5 6 7 8 9 10{ },{ , , , , },{ , },{ },{ }           

5 0.7220 <a   0.7288 1{ } , 2 3 4 5 6{ , , , , }     , 7 8{ , }  , 9{ } , 10{ }  
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6 0.7288 <a   0.7587 1{ } , 3{ } , 2 4 5 6{ , , , }    , 7 8{ , }  , 9{ } , 10{ }  

7 0.7587 <a   0.7616 1{ } , 3{ } , 2 5{ , }  , 4 6{ , }  , 7 8{ , }  , 9{ } , 10{ }  

8 0.7616 <a   0.7764 1{ } , 2 5{ , }  , 3{ } , 4{ } , 6{ } , 7 8{ , }  , 9{ } , 10{ }  

9 0.7764 <a   0.8355 1{ } , 2{ } , 3{ } , 4{ } , 5{ } , 6{ } , 7 8{ , }  , 9{ } , 10{ }  

10 0.8355 <a   1 1 2 3 4 5 6 7 8 9 10{ },  { },  { },  { },  { },  { },  { },  { },  { },  { }           
 

 
 

Figure. 1 Cluster effect diagram of 10 employees 
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An interactive e-text supported with effective images will lead to bringing learning more optimal as per 
learners’ point of view as it brings things more in visualise form in front of learners. However, very little 
e-content appears to be beneficial as per the interest and engagement of learners due to its more text 
description than the visual effect and explanatory power of the information. Furthermore, it is realized 
that the attention of students may be held with the addition of a suitable visual feature to be included 
together with the offered electronic-text (e-text) in any electronic material. So, to make the e-content a 
practical learning material, the researcher tried to explore some important attributes of images so that it 
will be helpful for e-content designers to develop effective and efficacious material in their relevant 
subject. For this purpose, data from 40 pre-service teacher educators was recorded using a feedback 
schedule that included open-ended and closed-ended questions about learners' level of satisfaction and 
engagement. From the analysis, it is identified that specific characteristics of the inserted images like 
clarity, labeling, and relevancy of the images have emerged as an essential requirement for the effective 
e-content development in the online learning environment. 
 
Keywords: Electronic, Content, Effective Images, Attributes  
 
INTRODUCTION 
 
With the emergence of alternate pathway for the teaching learning process due to pandemic will ultimately increase 
the demands for e-content and e-learning at various levels of education. Many universities and other educational 
institution have started the full fledge online courses including certification, diploma, and degree courses in the 
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amidst of new normal situation after the COVID-19. In today's educational system, e-content has become a very 
valuable and powerful educational tool; it is the newest method of instruction that can be used to create an 
information-rich society in which everyone, regardless of caste, religion, race, region, gender, or other factors, is 
empowered to create, receive, share, and use information and knowledge for their economic, social, cultural, and 
political upliftment and development [1] In general, digital content has been created as a teaching tool for students. 
Many characteristics of digital content can be used to generate interactive content, including keynote presentations, 
interactive photos, interactive galleries, video, 3D graphics, and others’ student material [2] . Besides this, due to the 
growth of pandemics around the world, teachers will require knowledge and competence in technological 
participation, as well as pedagogy and content, in order for learning to become more fruitful and successful for 
learners [3] [4] . While it's true that courses delivered online in response to a crisis or tragedy like Covid 19 are 
distinct from those taught under normal circumstances, we've coined the term "emergency remote learning" to 
distinguish between the two [5] .An interactive e-text supported with effective images will lead to bring the learning 
more optimal as per learners’ point of view as it brings the things more in visualise form in front of learners. As per 
the UGC guidelines, the characteristics of good e-content should include objectives of the e-content, text with 
pictures and animations, audio and video, home assignments and references of the developed e-content [6]. 
 
There are many researches that depicts the need and importance of e-content designing and development as per the 
need and requirements of the learners and content to be taught [6][7][8][9].However, when it comes to the creation 
and production of effective e-content, multimedia engagement in the four components of e-content, namely e-text, 
photos, audios, and videos, is discussed. Multi-dimensional material can be presented using a combination of linked, 
multi-dimensional words, images, videos, motions, and audio using digital tools[11][12][13].Many stakeholders have 
an opinion on e-learning systems, but the developers' point of view is the most significant. If you want to make sure 
that you are developing good quality solutions, you need to look at e-learning from the perspective of a 
developer[14]. Also, Workshops for educators on how to generate e-content using a more holistic and individualised 
approach are recommended [15][16].Some excellent advice on how to use images effectively in any e-content 
programme, including the importance of relevance, size and location of images used in that e-content[17]. With the 
review of the above related studies, the researcher found that very less attempt has been made regarding the 
attributes of images to be required in the e-content designing and development. So, the present research 
endeavoured to provide the critical perspectives of e-content consumers regarding the features of images along with 
the suggestive recommendations related to quality of the images in the designed e-content to be considered by the 
designers while desiging and development of the specific electronic content. As a result, designers and developers 
are better able to focus on what matters most when creating visual content. 
 
E-Content and Its Attributes  
The objective of e-content creation is to create a society rich in information where everyone has the opportunity to 
produce, receive, exchange, and utilise knowledge for their own advancement. E-content that is extremely well-
designed, created, and verified will give access to high-quality, relevant digital information and function as an 
effective virtual instructor[18].E-learning is seen to be the ideal answer to the age-old dilemma of mass education, as 
there are simply too many people seeking information and not enough people providing it. E-learning is a web-
based teaching format and is likely attributable to the exponential growth of information and communication 
technology (ICT)[19].The term "e-content" refers to any electronically accessible instructional content that a student 
can access or engage with in order to achieve specific learning objectives. Each piece of e-Content might be a 
standalone piece, or it can be a combination of text, graphics, and sound. Composite learning objects, which can be 
displayed in a variety of delivery forms, are frequently constructed using these building components[11]. Besides 
this, it is also evident that text, videos, images, and audio are common components of e-Content, but it can also be 
composed of multiple formats. In order to create hybrid learning items that can be displayed in a variety of ways, 
these serve as the basic building block. The various forms of e-content are shown in the figure 1 below: 
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"E-content" is defined as "digital text and imagery designed to display on web pages" by the Oxford dictionary[8] 
"E-content is generally a package that meets the parameters like minimising of distance, cost effectiveness, user 
friendliness and adaptability to local situations," says Saxena Anurag (2011) (as cited by[8]. An electronic content (E-
content), or digital content, is the content or information that is provided over network-based electronic 
devices/gadgets or that is made available over a computer network such as the internet. 
 
Considerable Worth of Visuals in E-Content 
As the old proverb goes, "a picture is worth a thousand words" (or something similar). It suggests that a picture can 
convey significantly more information than could be conveyed via the use of a thousand words. In addition, because 
it engages more senses, it helps people remember and retain information for longer periods of time. Other than this, 
New Educational Policy (2020) tried to focus on intervening the technological into the teaching lerning process for 
making the education more accessible and equitable along with quality in India.To that end, the following benefits of 
using images and visual graphics in the creation of electronic material have been attempted by the author(s): 
 Seeks the attention of learners 

The Visuals insertion in the e-content like images, graphics, animations effects etc. grabs the attention of the 
learners and makes the learners more attentive for learning content. 

 Gives worth to the text 
If we provide text along with its visual description then, it will increase the worth of that content as learners 
will able to picturize the whole text/material in visual form. Hence, the worthfulness of the content described 
will increased. 

 Makes the content interesting 
Visualization in terms of pictures, graphics, maps etc helps in making the textual things more interesting for 
the learners and thus, lead to have optimal learning for students. 

 Easily Understandable for Learners 
When we provide an opportunity to the leaners to see things along with the content to be learned then they 
will able to understand the thing easily by making connections and interlinkage between the written text and 
the visual representation of the things. 

 Increase the retention among learners 
According to psychological research, increasing the number of senses that students use during learning 
increases their retention time. 

 Foster the thinking skills 
Better explanation of the material /content along with the images/picture will increase the knowledge and 
understanding amongst learners, thus it will be helpful for fostering the higher order thinking skills as the 
earlier (knowledge & understanding) forms the base for the later one (creative and critical thinking). 

E-notable content's features—such as multi-sensory learning, digital convergence of text, picture, music, video, 
animation, etc. to create the effects of multimedia, interactivity, relevance, authenticity, accessibility, reusability, 
interoperability, etc.—are also key arguments in its favour[20].Creating e-content is quickly becoming a cutting-edge 
strategy that can improve students' ability to conceptualise course material, leading to more active, engaged, and 
ultimately successful learning[21]. 
 
METHOD AND PROCEDURE ADOPTED 
As indicated in Figure 2, the procedure of this research work is described in sequential order: 
 
Identification of Content  
The researcher(s) determined the material for which e-content was developed as the initial phase of the current 
study. For this reason, the authors have conducted a need analysis of content development in electronic format in 
order to offer the quality that captures the learner's attention and interest. This is the most essential feature of the 
current research, as seen by the learners. 
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Selection of the Target Group 
The prospective content designers and creators were chosen as the target audience for this study. This analysis 
helped in ensuring the desirable abilities and competencies among content designers for developing the desirable e-
content. 

 
Deciding Criteria for e-content Desgining 
In this stage, the criteria for building the e-content on the chosen topic based on the four Quradrants of MOOCs 
(Massive Open Online Courses) as described in figure 3 were established: 
1. E-text/PDF- The topics of the selected content has been elaborated upon in the e-text, along with the inclusion 

of pertinent pictures. The e-approach, text's which was supplemented by pertinent descriptions of visual 
items, was presented in sufficient detail to enhance the material's clarity and comprehension. 

2. Audio-Some of the instructional objectives of the e-content have been managed to meet by evolving the audio 
file of the chosen material. 

3. Vedio- Vedio is defined as the collection of images which includes recording, reproducing, or broadcasting of 
moving visual images. 

4. Feedback- After the analysis of the provided e-content in e-text, vedio and audio format, the feeback of the 
learner has also been recorded. 

In addition, the researcher(s) have determined the need for additional resources, such as an assistant instructor for 
managing the created e-content, a means for distributing the designed information, etc. 
 
Parameters for assessment of Designed econtent 
 For the evaluation of the developed e-content, the authors established guidelines in the form of a feedback 

schedule that facilitates the recording of the participants' critical input. These parameters have been 
discovered for the embedded image: 

 Clarity of Images 
 Colour of the Images 
 Size of the Images 
 Relevancy of the Images 
 Effects Inserted in the Images 
 Resolution of the Images 
 Labelling of the Images 

 
Drawing Reflections about the Provided E-Content 
The reflections on the offered e-content were evaluated using the following instruments: 
 Feedback Schedule: The researchers have built a feedback schedule for the pictures of the e-content that 

comprises both closed and open responses based on the images' predetermined parameters. 
 Group Discussion:In addition, a group discussion was held on the attributes of picture insertion in any 

electronic content for the created e-content. 
 

Analysis and Interpretation of the Critical Feedback 
After completing all phases of the present research, the researcher analysed and evaluated the recorded critical 
feedback of the participants utilising coding analysis techniques and the following mathematical formula for closed-
ended responses: 
Required Percentage = ܺ ܰൗ  ⅹ 100 
Where, X= No. of Respondents in that Particular Response 
N= Total Number of Response 
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RESULTS AND DISCUSSION 
The analysis of the data collected have been done in the form of percentage corresponding to the closed ended items 
below: 

 
Most interesting attribute of the inserted images as per learner’s perspective 
According to the data presented graphically below in figure 4, most students found the photos and illustrations 
included in the provided e-content to be engaging because of the accurate depiction of objects, the use of appealing 
and effective colour palettes, and the inclusion of clear and accurate captions. Students' understanding is bolstered 
because visuals provide a more complete picture of the concepts at hand, and it has been found that students find 
images engaging if they are pertinent to the text describing them. 

 
Learners' ratings of the included images' different parameters 
When learners were asked to rate the images in the designed e-content based on how satisfied they were with them, 
it was found that the labelling of the images, how relevant they were, how clear they were, and what colour they 
were mostly rated as excellent, very good, or good, while the effects and size of the images were mostly rated as 
good or poor as shown in figure 5. 
 

Multiple criteria are used to determine an inserted image's ranking 
Learner ranked the different aspects of inserted images as per their perspective in the below graphical representation 
reveals that as per learning criteria those images will be preferred while designing e-content which is relevant to the 
e-text of any particular content followed by appropriate labelling and description of the visual reflected in the form 
of images so that optimum learning among learners will takes place. Furthermore, Clarity and effective colouring of 
the images also ranked third and fourth respectively by the learners in terms of their satisfaction in learning as 
elaborated in figure 6.  
 
In the process of creating e-content, the opinions of learners regarding the images that should be included were 
compiled into a concept map. 
The pupils' responses to this question, which was an open-ended inquiry, reflected a high level of enthusiasm, and 
they appeared happy to share their perspectives. Opinions and proposals regarding the incorporation of pictures and 
other visuals into the electronic information were organised into four categories, as depicted in the concept map 
shown in Figure 7: Quality of the Images, Relevancy of the inserted visuals, labeling of the images and pictures and 
size of the images as shown below. The first column presents these four categories, while the second column contains 
the accompanying opinion conceptions. Each subitem's frequency is enclosed by brackets. As depicted in the figure, 
opinion conceptions regarding the right use of images when building e-content facilitate learning when they are 
basic and understandable, relevant and clear in relation to the information, and appropriately labelled. As per the 
analysis of the data, the findings of the study revealed that learners’ satisfaction related to the optimum learning 
through the e-content is based on the inserted visuals which are effective in terms of colour, size, relevancy and the 
appropriate labelling of the images for the provided e-text. This align with the study that e-content makes lessons 
relatively simple, since varied combinations of images, animations, pictures, videos, films, online availability, etc. can 
be conveniently employed according to the topic [13] Along with this, it is also observed that participants of the 
study ranked these various aspects of the images as per the rating scale ranges from excellent to very poor. In this 
aspect of rating, most of the learners have rated the labelling, relevancy and colour of the inserted images from 
excellent to good range. It is also found that E-learning promises are often disappointed. As e-learning moves from 
the "early adopter" stage to a more generalised offering, its success becomes increasingly crucial. E-learning must 
focus on the learner, it's becoming clear in the argument over the best way. So, we must consider how to design and 
build e-content for digital-based teaching and learning to boost learners' pleasure and engagement while lowering 
distractions[22] On the other hand, when they were asked to rate the aspects of the images according to their level of 
satisfaction with the provided e-content, it was observed that relevancy and the labelling of the visual representation 
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of the things were ranked in the top two categories, while clarity, colour, size, and resolution of the inserted images 
were ranked in that very order only. It is evident that in elementary and middle schools, the development of 
students' HOT skills is significantly influenced by visual learning[23]When asked to provide their thoughts on how 
to incorporate visual representations of concepts most effectively into e-content, respondents generally agreed that it 
would be beneficial to include images that are both relevant to the topic at hand and of a high enough quality and 
size to be easily understood by the learners for whom the content was intended. Students also suggested including 
realistic and 3D graphics whenever possible to enhance learning. It is also elaborated that if suitable pedagogical 
considerations are taken into account, the novel aspect of e-learning courses has unquestionably increased the 
learners' motivation[24][25]. 
 
 
CONCLUSION 
 
The purpose of this work was to evaluate the visual representation characteristics from the learner's perspective in 
the design and development of e-content. Later, recommendations and comments that are useful when building e-
content for any subject as an efficient self-learning module for students were also explored. To achieve optimal 
learning in the teaching-learning process, the design and production of successful e-content should be viewed as an 
essential aid for students with varying learning requirements. For the E-content product to be successful, it must be 
well-built. Students benefit greatly from the flexibility and ease of use of the e-content package by being able to study 
at their own pace and with a variety of visual aids[25] When creating e-content, the results of this study have led to 
the selection of a more effective visual representation that takes into account the aforementioned characteristics. 
Multimedia components should be employed with proper preparation and deliberation in order to create a 
meaningful content structure[26][27]. 
 
Confilct of Interest  
There is no conflict of Interest among the authors. 
 
REFERENCES 
 

1. Mishra, U., Patel, S., Doshi, K., & Doshi, M. K. (2017). E-Content: An Effective Tool for Teaching and Learning 
in a Contemporary Education System. International Journal of Advance Research & Innovative Ideas in 
Education, 2(1), 79–83. www.ijariie.com79 

2. Haji Ali, N., & Mohd Rosli, R. A. H. (2019). Digital Technology: E-Content Development Using Apple 
Technology. Malaysian Journal of Distance Education, 21(1), 83–94. https://doi.org/10.21315/mjde2019.21.1.5 

3. Thappa, S. R., &Baliya, J. N. (2021a). Technological Pedagogical and Content Knowledge in Education: An 
Analysis for Its Futuristic Implications. In H. Raj, K. Kapil, F. Gausiya, & O. Kaur (Eds.), Meaningful 
Education (1st ed., Vol. 1, pp. 111–118). TwentyFirst Century Publications. 
https://www.researchgate.net/publication/356800189 

4. Thappa, S. R., &Baliya, J. N. (2021b). Exploring Awareness for Technological Pedagogical and Content 
Knowledge (TPAC) in Pre-Service Teacher Education Programme. MIER Journal of Educational Studies 
Trends & Practices, 11(1), 1–14. https://doi.org/10.52634/mier/2021/v11/i1/1765 

5. Hodges, C., Moore, S., Lockee, B., Trust, T., & Bond, A. (2020). The Difference Between Emergency Remote 
Teaching and Online Learning. https://er.educause.edu/articles/2020/3/the-difference-between-emergency-
remote-teaching-and- 

6. Nachimuthu, N. (2012). Need of E-Content Developments in Education. Education Today, An International 
Journal of Education & Humanities, 3(2), 72–80. 

Seema Rani Thappa and Baliya 

http://www.tnsroindia.org.in
http://www.ijariie.com79
https://doi.org/10.21315/mjde2019.21.1.5
https://www.researchgate.net/publication/356800189
https://doi.org/10.52634/mier/2021/v11/i1/1765
https://er.educause.edu/articles/2020/3/the-difference-between-emergency-


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73690 
 

   
 
 

7. Hamdi, M., &Hamtini, T. (2016). Designing an Effective E-Content Development Framework for the 
Enhancement of Learning Programming. International Journal of Emerging Technologies in Learning, 11(4), 
131–141. https://doi.org/http://dx.doi.org/10.3991/ijet.v11i04.5574 

8. Adwaita Pradipkumar, C. (2017). E-Content: A Classroom Anywhere-Anytime. International Journal of 
Advance Research & Innovative Ideas in Education, 2(1), 2017. www.ijariie.com 

9. Jani, G. N. (2017). Fundamental of E-Content. International Journal of Advance Research and Innovative Ideas 
in Education, 2(1), 12–16. www.ijariie.com 

10. Datta, R., & Mete, J. (2020). Effectiveness of E-Content and Its Development in India. Journal of Education and 
Development, 10(19), 173–181. http://www.journaledudev.in/journal/Vol-10%20June%202020.pdf#page=188 

11. Department of School Education and Literacy. (n.d.). Guidelines for Development of E-Content for School 
Education. https://diksha.gov.in/ncert/get 

12. Komalavalli, S., &Amsayal, C. (2022). Effectiveness of Multimedia E-Content Module in Enhancing 
Achievement in English among Stnadard IX Boys. Journal of Positive School Psychology, 6(6), 185–189. 
http://journalppw.com 

13. Peter, R. M. (2021). Necessity of e-Content and Digital Education in ELT During Covid-19 Pandemic Situation. 
Journal of Linguistics and English Language Teaching, 1(1), 56–61. https://jlelt.org/index.php/jlelt 

14. Abdellatief, M., Bakar, A., Sultan, M., Jabar, M. A., & Abdullah, R. (2011). A Technique for Quality Evaluation 
of E-Learning from Developers Perspective. American Journal of Economics and Business Administration, 
3(1), 157–164. https://doi.org/https://doi.org/10.3844/ajebasp.2011.157.164 

15. Khojasteh, L., Karimian, Z., Farahmandi, A. Y., Nasiri, E., & Salehi, N. (2022). E-content development of 
English language courses during COVID-19: a comprehensive analysis of students’ satisfaction. Journal of 
Computers in Education. https://doi.org/10.1007/s40692-022-00224-0 

16. Chaware, N. M., & Raut, A. (2021). Use of E-content development in teaching & learning. Digital Landscape-
Reinvention and Re-Engineering of Libraries: Issues and Challenges, 566–575. http://eprints.rclis.org/42426/ 

17. Laskris, J. (2016). 9 Tips to Use Images in E-Learning Programs the Right Way!Efronts. 
https://www.efrontlearning.com/blog/2016/04/9-tips-to-use-images-in-elearning-programs.html 

18. Arya.(2022). Designing and Development of E-content. https://littleflowercollege. edu.in/upload/pdf_upload/ 
3e64cd4f30451d8e0f7f86ad86cf2e5b.pdf 

19. Joshi, B. D. (2017). E-Content Development: Prospects and Challenges. International Journal of Advance 
Research &amp; Innovative Ideas in Education, 2(1), 177–179.www.ijariie.com 

20. Senthilnathan, S. (n.d.). E-Content Development: Indian Initiatives. Retrieved October 18, 2022, from 
https://ir.uitm.edu.my/id/eprint/59593/1/59593.pdf 

21. Amutha, S. (2016). Impact of e-Content Integration in Science on the Learning of Students at Tertiary Level. 
International Journal of Information and Education Technology, 6(8), 643–646. 
https://doi.org/10.7763/IJIET.2016.V6.766 

22. Ehlers, U.-D. (2004). Quality in e-Learning from a Learner’s Perspective. European Journal of Open, Distance 
and E-Learning, 7(1). https://doi.org/10.4000/dms.2707  

23. Raiyn, J. (2016). The Role of Visual Learning in Improving Students’ High-Order Thinking Skills. Journal of 
Education and Practice, 7(24), 115–124. www.iiste.org 

24. Kaur, I., Jyoti, &amp; Raskirat. (2020). Perspectives of E-Content: A Systematic Review. International Journal 
of Advanced Science and Technology, 29(6), 2698–2715. https://www.researchgate.net/publication/342707389 

25. Muruganantham, G. (2015). Developing of E-content Package by using ADDIE Model. International Journal 
of Applied Research, 1(3), 52–54. www.allresearchjournal.com 

26. Li, Y. W., Mai, N., &amp; Tse-Kian, N. (2013). Using Mayer’s Design Principles in Online Learning Modules: 
Implementation in a Student Centered Learning Environment. 2013 International Conference on Informatics 
and Creative Multimedia, 304–309. https://doi.org/10.1109/ICICM.2013.57 

Seema Rani Thappa and Baliya 

http://www.tnsroindia.org.in
https://doi.org/http://dx.doi.org/10.3991/ijet.v11i04.5574
http://www.ijariie.com
http://www.ijariie.com
http://www.journaledudev.in/journal/Vol-10%20June%202020.pdf#page=188
https://diksha.gov.in/ncert/get
http://journalppw.com
https://jlelt.org/index.php/jlelt
https://doi.org/https://doi.org/10.3844/ajebasp.2011.157.164
https://doi.org/10.1007/s40692-022-00224-0
http://eprints.rclis.org/42426/
https://www.efrontlearning.com/blog/2016/04/9-tips-to-use-images-in-elearning-programs.html
https://littleflowercollege.
http://www.ijariie.com
https://ir.uitm.edu.my/id/eprint/59593/1/59593.pdf
https://doi.org/10.7763/IJIET.2016.V6.766
https://doi.org/10.4000/dms.2707
http://www.iiste.org
https://www.researchgate.net/publication/342707389
http://www.allresearchjournal.com
https://doi.org/10.1109/ICICM.2013.57


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73691 
 

   
 
 

27. CEC. (n.d.). E-Content Development (A compilation of Best Practices by) Consortium for Educational 
Communication. Retrieved October 18, 2022, from https://www.iehe.ac.in/PDF/FDP/E-Content Development 
Guidelines.pdf 

 
Table 1: Displaying the Number of Students Corresponding to Various Points of Interest Contained in the 
Incorporated Images 
S.No. Attributes of Images Number of Students 

1 Clarity of Images 21 
2 Colour of the Images 19 
3 Size of the Images 5 
4 Relevancy of the Images 17 
5 Effects inserted in the Images 9 
6 Resolution of the Images 3 
7 Labelling of the Images 17 

 
Table 2: Representing the Number of Students' Evaluations of the Various Aspects of the Embedded Images 

Attributes of Images 
 
 
 

Excellent 
 
 
 

Very Good 
 
 

Good 
 
 
 

Average 
 
 
 

Below 
Average 

 
 

Poor 
 
 
 

Very 
Poor 

 
 

Relevancy of the Images 6 5 13 4 6 4 2 
Labelling of the Images 6 7 8 12 4 2 1 

Clarity of the Images 6 14 9 4 3 2 2 
Resolution of the Images 5 12 7 7 4 2 3 

Colour of the Images 7 9 9 9 5 1 0 
Size of the Images 2 10 11 8 4 5 0 

Effects Inserted in the images 8 5 9 9 3 2 4 
 
Table 3: Showing the Number of Students Who Rate Inserted Images on Several Qualitative Scales 

Attributes Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6 Rank 7 
Relevancy of the Images 19 7 3 3 6 0 2 
Labelling of the Images 3 15 10 5 0 3 4 

Clarity of the Images 8 6 13 6 2 3 2 
Resolution of the Images 2 3 6 14 5 8 3 

Colour of the Images 0 6 3 6 14 8 3 
Size of the Images 4 1 4 3 10 14 3 

Effects inserted in the Images 4 2 1 3 3 4 23 
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Figure1: Depicting the different forms of E-content 
(Source: NCERT) 

Figure 2: Represents the Steps Invovled in the 
Procedure 

 

 

Figure 3: Illustrating Criteria for Designing E-Content Figure 4: Depicting Features of Interest Contained 
Within the Inserted Images 

 
 

Figure 5: Depicting Rating of Different Aspects of the 
Inserted Images 

Figure 6: Depicting the Ranking of Inserted Images 
based on a Variety of Aspects 
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Figure 7: Depicting the opinions of learners regarding the images 
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In this article, a single server Markovian queue with Multiple Working vacation of impatient customer, 
setup time and Server Breakdown. We determined the distribution for the mean queue length and mean 
waiting time as well as the associated stochastic decomposition structure. The effect of system 
parameters on Performance measure are calculated.  
 
Keywords: M/M/1 queue, Working vacation, Stochastic decomposition, Impatient Customer, Setup time, 
Server Breakdown, Matrix-geometric solution.  
 
INTRODUCTION 
 
Under the vacation strategy, Queuing Models have been centred broadly in terms of their application in PCs, PC 
frame works, and board construction. Various vacation policies increase the flexibility for the best planning of 
queueing frame works. Servi and Finn (2002) first focused on M/M/1 Queuing models with varied working vacations 
(WV), in which inter-arrival times, service times during service period, service times during vacation period, and 
vacation times are all exponentially distributed (such model is designated by M/M/1/WV queue). Laxmi and Yesuf 
(2011) just released a G 1 /M/1 bunch service line with a high WV strategy. Lin and Ke (2009) used single WV to 
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break down the M/M/c line. Ke et al. also provided a brief summary of recent developments in vacation Queuing 
models (2010).  
 
Previously, writers such as Altman and Yechiali (2008), Yechiali (2007), and Yue et al. (2014) considered queuing 
models with customer impatience, where the cause of concern was either a massive delay previously known about 
the line, or a significant wait expected by a customer upon arrival. Manoharan and Jeeva (2018) focused on the Single 
Server Markovian Queuing System with WV and Vacation Interruptions with Setup Time and expanded their work 
to include server holding and set up events. 
 
The following is a list of how this paper is organized. The model’s description and discussion as a quasi-birth and 
death process (QBD) are presented in section 2. In part 3, we calculated the queue length’s stationary distribution. 
The stochastic decomposition structures of the stationary queue length and waiting time are presented in Section 4. 
Section 5 concludes with numerical demonstrations. 
 
Model description 
We consider an M/M/1 queueing system in which customers arrive at a rate λ according to a Poisson process. The 
server starts serving users at an exponentially distributed rate of µb . When there are no customers in the system, the 
server takes a Working Vacation (WV), During the working vacation period the arrival of a customer are impatient. 
Impatient customer are served at an exponential rate µv, where µb> µv.  If there are no customers in queue when the 
vacation end. The WV policy mandates the server to keep taking vacation, it finds no customer waiting in the system 
at the time the vacations end.  
 
For that WV time each new customer sets in motion an independent impatient timer T, when the impatient times 
expires will leave the line and never returns which is exponentially distributed at the rate of α. After that if the 
system is empty the server will take the setup time at the rate of γ, Furthermore, in setup time customer arrival will 
be at the rate of λ. If there is no service setup time and set up time completion rate is θ. During the setup time, we 
anticipated that the failure would occur. Breakdown follows a negative exponential distribution with rate of β as 
well, when a server fails it will be sent to be repaired. Once the repairs are completed, the server is now ready to 
serve in RBP the breakdown completion rate is based on the Poisson rate of ζ. 
 
Let Q(t) denote the number of customers in the system at time t, and J(t) denote the server 
situation, which is defined as follows: 
 

(ݐ)ܬ = ൞

 0, at the time t, server is in WV period 
 1, at the time t, server is in setup time,
2, at the time t, server is in RB period,

   3, at the time t, server is in breakdown.

� 

Then ൛൫ܳ(ݐ), ;൯(ݐ)ܬ ݐ  ≥ 0ൟ defines a continuous time state space Markov Process.  

ܵ = {(݇, ݆): ݇ = 0,1,2, … , ݆ = 0,1} ∪ {0,3} 
 
The lexicographical order of the states determines the infinitesimal generator.  

 ܳ =

⎝

⎜
⎜
⎛

଴ܤ ଴ܣ
଴ܥ ܤ ܣ

ܥ ܤ ܣ
ܥ ܤ ܣ

⋮ ⋮ ⋮
⎠

⎟
⎟
⎞

 

Where, 

଴ܤ = ቌ
ߣ)− + (ߛ ߛ              0
         0 ߣ)− + (ߚ ߚ   
         0          0 ߞ−

ቍ,    ܣ଴ = ൭
ߣ 0 0
0 ߣ 0
0 0 ߞ

൱,    ܥ଴ = ൭
௩ߤ + ߙ݊ 0 0
      0 0 ߚ
௕ߤ 0 0

൱, 
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ܤ = ቌ
ߣ)− + ߛ + ௩ߤ + (ߙ݊              0          0
                 0 ߣ)− + ߚ + (ߠ ߠ         
                 0              0 ߣ)− + (௕ߤ

ቍ ,   ݊ ≥ ܥ,1 = ൭
௩ߤ + ߙ݊ 0 0
       0 0 ߚ
       0 0 ௕ߤ

൱ 

ܣ = ൭
ߣ 0 0
0 ߣ 0
0 0 ߣ

൱. 

 
As shown by the Q matrix structure, the Markov Chain ൛൫ܳ(ݐ), ;൯(ݐ)ܬ ݐ  ≥ 0ൟ is a QBD process. To investigate the QBD 
process, we must find the lowest non-negative solution to the matrix quadratic equation, known as the rate matrix 
and represented by R.  

 ܴଶܥ + ܤܴ + ܣ = 0 (1) 
The explicit solution of R is given by the following lemma. 
 
Lemma 1. If ߩ = ఒ

ఓ
< 1, The matrix quadratic problem’s least non-negative solution is as follows (1)  

 ܴ = ൭
ܽ 0 0
0 ߪ ߟ
0 0 ߩ

൱ (2) 

 where  

ܽ =
ߣ) + ߛ  + ୴ߤ + (ߙ݊ − ඥ(ߣ + ߛ  + ୴ߤ + ଶ(ߙ݊ − ୴ߤ)ߣ4 + (ߙ݊

୴ߤ)2 + (ߙ݊ , 0 < ߙ < 1 

ߪ =
ߣ

ߣ + ߚ + ߠ
 

ߟ  =
ߚߣ]ߪ + ߣ)ߠ + ߚ + [(ߠ

ߚ)௕ߤ + (ߠ  

Proof. The solution matrix R can be regarded of as having the same structure as A, B and C in (1) because they are all upper 
triangular matrices.  

 ܴ = ൭
ܽଵଵ ܽଵଶ ܽଵଷ
0 ܽଶଶ ܽଶଷ
0 0 ܽଷଷ

൱ 

The result of substituting the values of ܴଶ and R into (1) is  
୴ߤ)  + ଵଵܽ(ߙ݊

ଶ − ߣ) + ߛ  + ୴ߤ + ଵଵܽ(ߙ݊ + ߣ = 0 (3) 
௕ܽଷଷߤ 

ଶ − ߣ) + ௕)ܽଷଷߤ + ߣ = 0 (4) 
ߣ  − ߣ) + ߚ + ଶଶܽ(ߠ = 0 (5) 
௕(ܽଵଵܽଵଷߤ  + ܽଵଷܽଷଷ) − ߣ) + ௕)ܽଵଷߤ = 0 (6) 
ଶଶܽߚ  + ௕(ܽଶଶܽଶଷߤ + ܽଶଷܽଷଷ) + ଶଶܽߠ − ߣ) + ௕)ܽଶଷߤ = 0 (7) 

Utilizing the way that (3) has a unique solution of ‘a’, from the given set of equations, we can find the smallest non-negative 
solution to (1).  
  

ܽ =
ߣ) + ߛ  + ୴ߤ + (ߙ݊ − ඥ(ߣ + ߛ  + ୴ߤ + ଶ(ߙ݊ − ୴ߤ)ߣ4 + (ߙ݊

୴ߤ)2 + (ߙ݊ , 0 < ߙ < 1 

ߪ =
ߣ

ߣ + ߚ + ߠ
ߟ             , =

ߚߣ]ߪ + ߣ)ߠ + ߚ + [(ߠ
ߚ)௕ߤ + (ߠ  

From equation (5), we get  

ܽଶଶ =
ߣ

ߣ + ߚ + ߠ =  ߪ

in interval (0,1).  
Subbing ܽଵଵ = ܽ, ܽଷଷ =  and ߩ

ܽଶଶ =
ߣ

ߣ + ߚ + ߠ =  ߪ

into (7),  
we get 

ܽଶଷ =
ߚߣ]ߪ + ߣ)ߠ + ߚ + [(ߠ

ߚ)௕ߤ + (ߠ =  ߟ

. 

Sethu Raman et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73697 
 

   
 
 

Using equation (3) we get,  
୴ߤ) + ଶܽ(ߙ݊ − ߣ) + ߛ  + ୴ߤ + ܽ(ߙ݊ + ߣ = 0, ݊ ≥ 1 

 
When both sides of this equation are divided by ‘ܽ’ we get 
 
ߣ + ߛ  + ୴ߤ) + 1)(ߙ݊ − ܽ) = ఒ

௔
, ݊ ≥ 1 (8) 

 
Theorem 1. The QBD process ൛൫ܳ(ݐ), ;൯(ݐ)ܬ ݐ  ≥ 0ൟ is positive recurrent if and only if ߩ < 1. 
Proof. According to Neuts (1981) lemma1, the QBD process൛൫ܳ(ݐ), ;൯(ݐ)ܬ ݐ  ≥ 0ൟ is positive recurrent if and only if the 
spectral radius SP(R) of the rate matrix R is less than 1, and the set of equations (ݔ଴, ,ଵݔ [ܴ]ܤ(ଶݔ = 0 has a positive 
solution where  

[ܴ]ܤ = ൬ܤ଴ ଴ܣ      
଴ܥ ܥܴ +  ൰ܤ

 

=

⎝

⎜
⎜
⎜
⎛

ߣ)− + (ߛ                                0  ߛ  
ߣ)−            0     + (ߚ                                 ߚ

                                    ߞ−      0            0 

0                      0                             ߣ
ߣ        0  0
0        0 ߞ 

୴ߤ) + 0                     (ߙ݊                    0
0                     0 ߚ                   

ୠߤ  0                    0

                             − ߣ ܽൗ               0   0
                              0 ߣ)−              + ߚ + (ߠ ߚߪ     + ୠߤߟ
                               0               0 ୠߤ− ⎠

⎟
⎟
⎟
⎞

 

  (9) 
B[R] is an irreducible, finite-state aperiodic generator. As a result, (ݔ଴, ,ଵݔ [ܴ]ܤ(ଶݔ = 0. has a positive outcome (for 
example, the balance probability vector of B[R] is positive solution). As a result, the process ൛൫ܳ(ݐ), ;൯(ݐ)ܬ ݐ  ≥ 0ൟ is 
positive recurrent if and only if  

 ܵܲ(ܴ) = max(ܽ, (ߩ < 1 
Stationary distribution of queue length 
If ߩ < 1, let (Q, J) be the stationary limit of the QBD process ൛൫ܳ(ݐ), ;൯(ݐ)ܬ ݐ  ≥ 0ൟ and define  

଴ߨ  = ,଴଴ߨ)  ,(଴ଵߨ
௞ߨ  = ,௞଴ߨ) ,௞ଵߨ ݇    ,(௞ଶߨ ≥ 1 
௞௝ߨ  = ܲ{ܳ = ݇, ܬ = ݆},   ݇ ≥ ܬ   ,0 = 0,1,2 

 Theorem 2. If ߩ < 1, the Stationary probability distribution of ൛൫ܳ(ݐ), ;൯(ݐ)ܬ ݐ  ≥ 0ൟ is  

�

௞଴ߨ = ݇   ,௞ܽܭ ≥ 0

௞ଵߨ =
ߛܭ

ߣ) + (ߚ ௞ߪ ,   ݇ ≥ 0   

௞ଶߨ =
ߟߛܭ

ߣ) + (ߚ ෍  
௞ିଵ

௝ୀ଴

௞ିଵି௝ߪ௝ߩ −
ߟߛܭ

ߣ) + (ߚ ௞ିଵߩ +
ߣ]ܭ + ߛ  − ୴ߤ)ܽ + [(ߙ݊

ୠߤ
,௞ିଵߩ ݇ ≥ 1

⎭
⎪⎪
⎬

⎪⎪
⎫

(10) 

 where   

ܭ =
ߣ)ୠߤ + 1)(ߚ − ܽ)(1 − 1)(ߩ − (ߪ

ߣ) + 1)(ߚ − ୠ(1ߤ](ߪ − (ߩ + ߣ] + ߛ  − ୴ߤ)ܽ + 1)[(ߙ݊ − ܽ)] + 1)ߛ  − ୠ[1ߤ(ܽ − ߩ −  [ߪߟ

 Proof. We obtain the following results using Neuts (1981) matrix geometric solution method:  
௞ߨ  = ,௞଴ߨ) ,௞ଵߨ (௞ଶߨ = ,ଵ଴ߨ) ,ଵଵߨ ݇   ,ଵଶ)ܴ௞ିଵߨ ≥ 1  

 and (ߨ଴଴, ,଴ଵߨ ,ଵ଴ߨ ,ଵଵߨ   ଵଶ) is satisfied by the set of equations belowߨ
,଴଴ߨ)  ,଴ଵߨ ,ଵ଴ߨ ,ଵଵߨ [ܴ]ܤ(ଵଶߨ = 0 

 When we replace B[R] in (8) with the above relation, we obtain  
ߣ)− + ଴଴ߨ(ߛ + ୴ߤ) + ଵ଴ߨ(ߙ + ଵଶߨ௕ߤ = 0  (11) 
଴଴ߨߛ− + ߣ)− + ଵ଴ߨ(ߚ = 0  (12) 
଴ଵߨߚ − ଴ଷߨߞ + ଵଵߨߚ = 0  (13) 
଴଴ߨߣ + ୴ߤ)ܽ] + (ߙ݊ − ߣ) + ߛ  + ୴ߤ + ଵ଴ߨ[(ߙ݊ = 0  (14) 
଴ଵߨߣ − ߣ) + ߚ + ଵଵߨ(ߠ = 0  (15) 
଴ଷߨߞ + ߚߪ) + ଵଵߨ(௕ߤߟ − ଵଶߨ௕ߤ = 0  (16) 
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 We get ߨ଴଴ =  .when we solve the foregoing equations in terms of K ܭ

ଵ଴ߨ = , ܽܭ ଵଵߨ                        =
ߪߛܭ

ߣ) + ଵଶߨ    ,(ߚ =
ߣ]ܭ + ߛ  − ୴ߤ)ܽ + [(ߙ݊

ୠߤ
 

From (2), we acquire  

 ܴ௞ = ቌ
ܽ௞ 0             0
0 ௞ߪ ߟ ∑  ௞ିଵ

௝ୀ଴ ௞ିଵି௝ߪ௝ߩ

0 0 ௞ߩ
ቍ ,     ݇ ≥ 1 

 Similarly  

 ܴ௞ିଵ = ቌ
ܽ௞ିଵ     0               0
0 ௞ିଵߪ ߟ ∑  ௞ିଶ

௝ୀ଴ ௞ିଶି௝ߪ௝ߩ

0     0 ௞ିଵߩ
ቍ ,     ݇ ≥ 1 

We get (9) by substituting (ߨଵ଴,  ଵଵ) and the matrix equation ܴ௞ିଵ into (10), and noting that the normalizationߨ
condition can be used to determine the constant factor K. 
The probabilities of the server in different states are as follows.  
ܲ{J = 0} = ܲ{The server is in WV period} 

෍  
∞

௞ୀ଴

௞଴ߨ =
ܭ

(1 − ܽ) 

ܲ{J = 1} = ܲ{The server is in setup time period} 

෍  
∞

௞ୀ଴

௞ଵߨ =
ߛܭ

ߣ) + 1)(ߚ −  (ߪ

ܲ{J = 2} = ܲ{The server is in RBP} 

෍  
∞

௞ୀଵ

௞ଶߨ =
ߟߛܭ

ߣ) + 1)(ߚ − 1)(ߪ − (ߩ −
ߟߛܭ

ߣ) + 1)(ߚ − (ߩ +
ߣ]ܭ + ߛ  − ୴ߤ)ܽ + [(ߙ݊

ୠ(1ߤ − (ߩ ,  

 
Stochastic decompositions 
To achieve a better comparison with previous queuing models, we frequently try to decompose the quantities of 
interest into several variables. The influence of system vacation on system performance measures such as mean 
queue length and mean sojourn periods is highlighted. In a similar manner, we wish to decompose the system under 
investigation. 
Theorem 3. If ߩ < 1 and ߤ௕ >  ୴, the number of customers Q in a system can be decomposed into the sum of twoߤ
independent random variable ܳ = ܳ଴ + ܳௗ, where ܳ଴ is the number of customers of a classic M/M/1 queue in steady 
state and follows a geometric distribution with parameter (1 −  ௗ is the additional number of customer has aܳ ,(ߩ
modified geometric distribution. 

(ݖ)ܳ = ൬
1 − ߩ

1 − ൰ݖߩ ∗ܭ ቈ
(1 − ܽ)(1 − 1)(ߪ − ߣ)(ݖߩ + (ߚ

1 − ݖܽ +
1)ߛ − ܽ)(1 − 1)(ߪ − (ݖߩ

1 − ݖߪ +
1)ݖߟߛ − ܽ)(1 − (ߪ

1 − ݖߪ

− 1)ݖߟߛ − ܽ)(1 − (ߪ +
ߣ] + ߛ  − ୴ߤ)ܽ + 1)[(ߙ݊ − ܽ)(1 − ߣ)(ߪ + z(ߚ

ୠߤ
൨ 

∗ܭ =
ܭ

(1 − ܽ)(1 − 1)(ߪ − ߣ)(ߩ +  (ߚ

 Proof. The probability generating function (PGF).  

(ݖ)ܳ = ෍  
∞

௞ୀ଴

௞ݖ௞଴ߨ + ෍  
∞

௞ୀ଴

௞ݖ௞ଵߨ + ෍  
∞

௞ୀଵ

 ௞ݖ௞ଶߨ

(ݖ)ܳ = ܭ ቈ
1

(1 − (ݖܽ +
ߛ

ߣ) + 1)(ߚ − (ݖߪ
+

ݖߟߛ
ߣ) + 1)(ߚ − 1)(ݖߪ − (ݖߩ −

ݖߟߛ
ߣ) + 1)(ߚ − (ݖߩ +

ߣ] + ߛ  − ୴ߤ)ܽ + z[(ߙ݊
ୠ(1ߤ − (ݖߩ ቉ 

(ݖ)ܳ =
K

(1 − ܽ)(1 − ߣ)(ߪ + 1)(ߚ − ൬(ݖߩ
1 − ߩ
1 − ൰ݖߩ ቈ

(1 − ܽ)(1 − ߣ)(ߪ + 1)(ߚ − (ݖߩ
(1 − (ݖܽ +

1)ߛ − ܽ)(1 − 1)(ߪ − (ݖߩ
(1 − (ݖߪ

+
1)ݖߟߛ − ܽ)(1 − (ߪ

(1 − (ݖߪ − 1)ݖߟߛ − ܽ)(1 − (ߪ +
ߣ] + ߛ  − ୴ߤ)ܽ + 1)[(ߙ݊ − ߣ)(ܽ + 1)(ߚ − z(ߪ

ୠߤ
൨ 
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The above condition demonstrates.  

(ݖ)ܳ = ൬
1 − ߩ

1 − ൰ݖߩ K∗ ቈ
(1 − ܽ)(1 − ߣ)(ߪ + 1)(ߚ − (ݖߩ

(1 − (ݖܽ +
1)ߛ − ܽ)(1 − 1)(ߪ − (ݖߩ

(1 − (ݖߪ +
1)ݖߟߛ − ܽ)(1 − (ߪ

(1 − (ݖߪ

− 1)ݖߟߛ − ܽ)(1 − (ߪ +
ߣ] + ߛ  − ୴ߤ)ܽ + 1)[(ߙ݊ − ߣ)(ܽ + 1)(ߚ − z(ߪ

ୠߤ
൨ ݊ ≥ 1 

  

(ݖ)ܳ = ൬
1 − ߩ

1 − ݖߩ
൰ ܳௗ(ݖ) 

 is a function that generates probabilities ܳௗ(ݖ) is expanded into a power series of ݖ.The distribution of an additional 
number of consumers ܳௗ is obtained. 
 
We can simply obtain means using the stochastic decomposition structure in theorem 4.  

(ௗܳ)ܧ = ∗ܭ ൥
(1 − ߣ)(ߪ + ܽ)(ߚ − (ߩ

(1 − ܽ) +
1)ߛ − ܽ)
(1 − (ߪ

ߪ] − ߩ + [ߟ +
(1 − ܽ)(1 − (ߪ

ୠߤ
ߣ]ൣ + ߛ  − ୴ߤ)ܽ + ߣ)[(ߙ݊ + (ߚ −  ୠ൧൩ߤߟߛ

(ܳ)ܧ =
ߩ

1 − ߩ + ∗ܭ ൥
(1 − ߣ)(ߪ + ܽ)(ߚ − (ߩ

(1 − ܽ) +
1)ߛ − ܽ)
(1 − (ߪ

ߪ] − ߩ + [ߟ

+
(1 − ܽ)(1 − (ߪ

ୠߤ
ߣ]ൣ + ߛ  − ୴ߤ)ܽ + ߣ)[(ߙ݊ + (ߚ −  ୠ൧൩ߤߟߛ

(ܳ)ܧ =
ߩ

(1 − (ߩ +  (ௗܳ)ܧ

Theorem 4. The stationary waiting time W of an arrival can be decomposed into the sum of two independent 
variables If ߩ < 1 and ߤ௕ > ܹ .௪ߤ = ଴ܹ + ௗܹ, where ଴ܹ is the arrival waiting time in a corresponding classical 
M/M/1 queue and is exponentially distributed with parameter     ߤ௕(1 −  and ௗܹ is the additional delay with the (ߩ
LST provided by  

ௗܹ
(ݏ)∗ = ∗ܭ ቎(1 − 1)(ߪ − ܽ)(1 − (ݖߩ ቆ

ߣ) + (ߚ
(1 − (ݖܽ +

ߛ
(1 − ቇ(ݖߪ

+ (1 − 1)(ߪ − ܽ)ቀ1 −
ݏ
ቁߣ ቈ

ߣ] + ߛ  − ୴ߤ)ܽ + ߣ)[(ߙ݊ + (ߚ
ୠߤ

− ቉ߟߛ    + ൫1)ߟߛ − ܽ)൯
ఒ
௔

− ߣ
ఒ
௔

− ߣ + ݏ
቏ 

 
 Proof. The PGF of the number of customers Q can be represented as follows using theorem 3. 

(ݖ)ܳ = ൬
1 − ߩ

1 − ൰ݖߩ K∗ ൥
(1 − ܽ)(1 − ߣ)(ߪ + 1)(ߚ − (ݖߩ

(1 − (ݖܽ +
1)ߛ − ܽ)(1 − 1)(ߪ − (ݖߩ

(1 − (ݖߪ

+ ൭
ߣ] + ߛ  − ୴ߤ)ܽ + 1)[(ߙ݊ − ߣ)(ܽ + 1)(ߚ − (ߪ

ୠߤ
− 1)ߟߛ − ܽ)(1 − ൱(ߪ z + 1)ݖߟߛ − ܽ) ൬

1 − ߪ
1 − ൰ݖߪ ൩ݖ ݊ ≥ 1 

By taking z = 1 − ௦
ఒ
 , we obtain   

1 − ߪ
1 − ݖߪ =

௕(1ߤ − (ߪ
௕(1ߤ − (ߪ + ݏ ,

1 − ߪ
1 − ݖߪ =

ఒ
ఙ

− ߣ
ఒ
ఙ

− ߣ + ݏ
 

Subbing the above outcome, we get  

(ݏ)∗ܹ =
(1 − ௕ߤ(ߩ

(1 − ௕ߤ(ߩ + ݏ
∗ܭ ቎(1 − 1)(ߪ − ܽ)(1 − (ݖߩ ቆ

ߣ) + (ߚ
(1 − (ݖܽ +

ߛ
(1 − ቇ(ݖߪ

+ (1 − 1)(ߪ − ܽ)ቀ1 −
ݏ
ቁߣ ቈ

ߣ] + ߛ  − ୴ߤ)ܽ + ߣ)[(ߙ݊ + (ߚ
ୠߤ

− ቉ߟߛ    + ൫1)ߟߛ − ܽ)൯
ఒ
௔

− ߣ
ఒ
௔

− ߣ + ݏ
቏ 

Where 
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ௗܹ
(ݏ)∗ = ∗ܭ ቈ(1 − 1)(ߪ − ܽ)(1 − (ݖߩ ቀ (ఒାఉ)

(ଵି௔௭) + ఊ
(ଵିఙ௭)ቁ + (1 − 1)(ߪ − ܽ) ቀ1 − ௦

ఒ
ቁ ቂ[ఒା ఊି௔(ఓ౬ା௡ఈ)](ఒାఉ)

ఓౘ
− ቃߟߛ    +

൫1)ߟߛ − ܽ)൯
ഊ
ೌ

ିఒ
ഊ
ೌିఒା௦

቉ 

As a result, this establishes that ௗܹ
 .is an LST (ݏ)∗

We can easily obtain the following means based on the above stochastic decomposition structure  

)ܧ ௗܹ) =
1
ߣ ∗ܭ ቈ

(1 − ܽ)(1 − (ߪ
ߣ ቆ

ߣ] + ߛ  − ୴ߤ)ܽ + ߣ)[(ߙ݊ + (ߚ
ୠߤ

− ቇߟߛ −
1)ߟߛߪ − ܽ)

1)ߣ − (ߪ ቉ 

(ܹ)ܧ    =
1

௕(1ߤ − (ߩ + )ܧ ௗܹ) 

Numerical Results 
 
In this section, we illustrate the influence of the system parameters on the performance measures by presenting some 
numerical examples. The various parameters of the model are chosen as λ = 7 ,ߤ௕ = 10 , ζ = 0.8 , p = 0.5 and q = 0.5 The 
main findings in this study are itemized as  
• Figure. 5.1 presents the effects of µv on E[Q] for different values of α . Clearly, E[Q] decreases as µv increases. This 
is due to the fact that larger the service rate µ௩ during working vacation, higher is the probability that the customers 
are served during this period which leads to the decrease in E[Q] . Also, the queue length increases as we increase the 
value of α . 
• Figure. 5.2 presents the effects of µv on E[Qୢ] for different values of α . Clearly, E[Qୢ] decreases as µv increases. 
This is due to the fact that larger the service rate µv during working vacation, higher is the probability that the 
customers are served during this period which leads to the decrease in E[Qୢ] . Also, the queue length increases as we 
increase the value of α . 
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Figure 1: Impact of µ࢜ on ۳[ۿ] 

 

 
Figure 2 : Impact of µ࢜on ۳[܌ۿ] 
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In this annotation, the existence of integer solutions of the pair of simultaneous Diophantine Equations 

22 vS
D
m,uSm   for the non – square values of D is studied. Moreover, we find the general 

solutions ),( snm  where )(sfS  of the system of Diophantine equations based on generalized Pellian 

Equation .22 NDyx  Finally, we give some recurrence relations satisfied by the integer solutions of 
the simultaneous Diophantine equations for certain values of S. 

 
Keywords: Simultaneous Diophantine Equation, Pellian equation, Integral Solutions, Algebraic Patterns 
of Numbers, Integral Solutions.   
 
Subject Classifications: MSC: 11A, 11D 
 
 
INTRODUCTION 
 
The study of mathematics is purely based on numbers and their different patterns since from classical ages. There are 
different types of patterns in mathematics, such as number patterns, image patterns, logic patterns, word patterns, 
and so on. Among these types, number pattern is the most common type of pattern in mathematics. Number pattern 
is a pattern or sequence in a series of numbers. This pattern generally establishes a common relationship between all 
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numbers. In exact, patterns are a set of numbers arranged in a sequence such that they are related to each other in a 
specific rule. The different types of number patterns are algebraic or arithmetic patterns, geometric patterns, and the 
Fibonacci pattern. In which, Algebraic Pattern, also known as the arithmetic pattern, is a sequence of numbers based 
on arithmetic operations to form such collection of numbers that are related to each other. For example, if two or 
more numbers are given in the sequence, we can use arithmetic operations to find some basic algebraic pattern. 
Furthermore, the missing numbers also can be determined in a given sequence based on such operations. But 
identifying number patterns with some complex algebraic structure is very difficult.    
 
On nowadays large amount of research is going on for the analysis of algebraic patterns of numbers and its 
identification in Number Theory. Mostly, these types of works are effectively done by the researchers based on 
integral solutions of Diophantine equations. As per the objective of this wok we have made a sample survey in 
identifying the number patterns of some specific algebraic forms with the help of integral solutions of second order 
simultaneous Diophantine equations.  
 

Baker in 1969 [1] obtained the solutions of the equations 2222 7823 zxandyx  . In 1984 [17] 
Mohanty has proved that the product of any two numbers decreased by 1 is a perfect square and no positive integer 
is there for 1, 5 and 10. Djangir [2] used sequential and simultaneous aggregation to find the bounded set of non-
negative integer solutions of the Diophantine equations in 1994.  The solutions of the system of Diophantine equation 

1256 222  zxandyx are    ;91,6761,16561,, zyx  
         0,1,11,1,1;2,3,7;3,7,17;6,29,71  and were proved by Maurica [14] in 1995. 
Walsh in 1997 [23] has explained that the set of square free integers d for which 

121 2222  dyzanddyx  has a non-trivial solution and also described atmost one solution of the 
equation exists for a given d.In 2006 [3],  Fadwa proved that the product of any two numbers decreased by 1 is a 
perfect square for 1, 5, and 442 and also there is no other positive integer using the condition for 1, 5 and 442. A 
method to find all the positive integral solutions (x, y, z) of the Diophantine system 

121 222  zxandDDyx  was introduced by Maohua in 2004 [13] and he also computed all 
solutions when D = 6 and 8. In 2005 [4, 5] Gopalan and Devibala have determined the integral solutions of 

    22
2

2222
1

22 , vNyxbuNyxa   and also the solutions of   ,222 ubyx 
  222 vcyxa  . The number of simultaneous solutions in positive integers of

  1,114 2222  bzymx  is atmost one for all positive integers m and b, determined by Mihai Cipu [16] 

in 2007.  The Diophantine pair {k – 1, k + 1} could not be extended to a Diophantine quintuple for each 2k which 
was proved by Yasutsugu in 2008 [25]. Maciej [12] in 2013 proved that the system of Diophantine equations

      cXbXaX nnninni   22222 ,,  has infinitely many rational solutions. The solutions of the 

Diophantine equations 12and56 222  zxyx were extended to 

bazxandyx  222 56  for each pair of integral parameters a, b by Silan et. al in 2014 [19]. In 2014, 

Gopalan et al. found that the simultaneous Diophantine Equations 222222 24 wyxandzyx   have 
only a finite number of integral solutions. Xiaochuan [24] in 2015 proved that the simultaneous Pell equations 

1124 2222  pzyandyx  have positive integer solutions where p is prime, p =11 and p = 2 and also 
(x, y, z, p) = (49, 10, 3, 11) and (x, y, z, p) = (485, 99, 70, 2).  Gopalan et. al in 2016 [7, 8] determined the integral 
solutions of the Diophantine equations   366, 2

1010
2

10  paaaaqaa  and 

  164, 2
1010

2
10  paaaaqaa . Meena in 2016 [15] has obtained the solutions of the 

Hari Ganesh and Mahalakshmi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73704 
 

   
 
 

Diophantine equations and   255 2
1010  paaaa . Vidhyalakshmi et. al.[20, 21] in 2017 

presented three different pairs of Diophantine equations and their non-zero distinct integer solutions of 2uxy 
and 233 vxy  , they also found the integral solutions for u = 1 to 5. Different methods to find non – zerodistinct 

integer solutions of  wzyx  and  2wxzy   were proposed by Gopalan et al. [9] in 2019 and they 

also find the sets of non – zerodistinct integer solutions of another systems of double equations 22 ayx  and
22 byx  in the same year [10].  Sharadha et. al. in 2019 [18] obtained the non-zero distinct integer solutions of 

system of double equations 23wyzx  and 3Txy  . In 2020, Vidhyalakshmi [22] has found non – zerodistinct 

integral solutions of the system 33wyzx  and 3Txy  . Hayder in 2020 [11] used Kedlaya’s technique to 

determine the solutions of the Diophantine equation  2727 ZYX   when    nn LFYX ,,   where 

   nn LandF represents the sequences of Fibonacci and Lucas numbers respectively. 
 
After getting the experience from this sample survey for solving simultaneous Diophantine equations, we make an 
attempt to analyze the existence of infinitely many integer solutions ),,( vum  of the pair of simultaneous 

Diophantine equations consider in this note. Moreover, we construct some second order polynomials )(sfS  for 
finding the general solutions of the system under this study for some specific non – zero values of D in the section of 
numerical experiments. Finally, some relational equations for integer solutions of the system obtained for some 
specific values of D and S. 
 
Method of Analytic for solving the simultaneous Diophantine equations: 
The number 30 has the specific character that if 6 is added to this number, then its sum is a perfect square, 36 and if 
the same number 6 is subtracted to the half of the number 30, the result is also a perfect square, 9. Its algebraic 

structures are explicitly represented as 6630 2   and )63(230 2  . There are infinitely many integers 
having these two different algebraic patterns.  
For example, 

6)2(123    30270         &        6  174   30270
)621(2        894         &        6     30        894

22

22




 

                           etc….. 

In order identify the integers having this type of algebraic patterns, the non – zero integers m and S are obtained 

from the second order simultaneous Diophantine equations 22 vS
D
m,uSm   arrived from the algebraic 

patterns. Subsequently, we have arrived one more second order simultaneous Diophantine equations 

22 vS
D
m,uSm  from the algebraic structures of the integer )519(251360 22  .7 

The above algebraic patterns of numbers can be obtained through finding infinitely many integer solutions of the 

system of Diophantine equations 22 vS
D
m,uSm   . The simultaneous Diophantine Equations for the 

analysis of number patters of some specific algebraic form taken in this work to be solved as follows: 
 
 
 

2
10 qaa 
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Type I System of Diophantine Equations 
First we consider the following equation to find its integers solutions in order to identify the numbers of some 
specific algebraic form as follows:  

2uSm 
     ……….(1) 

2vS
D
m


     ……….(2) 

Eliminating m from the equations (1) and (2), we obtain the following equation of Pellian form 

)S(DDvu 122 
    ……….(3) 

Type II System of Diophantine Equations 
Now we consider the other system of Diophantine equations for the analysis of algebraic patterns of numbers as 
follows:  

2uSm 
     ……….(4) 

2vS
D
m


     ……….(5) 

Eliminating m from the equations (4) and (5), we obtain the following equation of Pellian form 

SDvDu )1( 22 
    ……….(6) 

where m, S and D are positive integers and D is a square free number
 

 
Using [2], we get the general solution of the Pellian Equation (3)& (6)as follows:  

       
  00000000   

2
1 vDuVDUvDuVDUu

nn
n

   ……….(7)
 

       
  00000000   

2
1 vDuVDUvDuVDU
D

v
nn

n
  ……….(8) 

n = 0, 1, 2, ……. 

where 00  vDu   is the fundamental solution of (3) or (6) and 00  VDU   is the fundamental solutions of 

1 22  vDu .  
Using the general solutions nu and nv  of equation (3)& (6), we can find the sequence of values of m for n = 1, 2, 3, 

……. .  
The values of m can be obtained with the help of following formulaefor type I & type II system of Diophantine 
equations obtained from (1) and (4) respectively.  

        SvDuVDUvDuVDUm
nn














 

2

00000000     
2
1

  ……….(9) 

        SvDuVDUvDuVDUm
nn














 

2

00000000     
2
1

  ……….(10) 
n = 0, 1, 2, 3, ……… 
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Numerical Examples  
3.1. Numerical Examples for Type I System of Diophantine Equations 
Case I: D = 2 
To determine the nature of solutions, we go for particular values of D and S. It is seen that D = 2, the equation is 

solvable when S= )(sf = 363 2  ss , 3183 2  ss , 31212 2  ss , 
23s . 

Illustration 1 

Substituting D = 2 and S = )(sf = 363 2  ss in (9) and employing solutions of the Pell’s equation 12 22  vu the 
sequence of values of m are found to be  

 
         363231)3(32231)3(223

2
1),( 2

2














  sssssnm

nn

   ……….(11) 
n = 0, 1, 2, ………

 

where 23)1(32 00  svu  is the fundamental solution of )363(32 222  ssvu
 For the sake of simplicity a few solutions of the system (1)& (2) for S = 6, 21, 42, 69, ………. are presented in Table 1 

 
 
 
It is interesting to note that all the solutions obtained in this case are even. When S = 6, 21, 42 the solutions of last 
digits from the following patterns respectively as seen in Table 1. 

0 4 0;  0 0 4;  2 2 4 
Illustration 2 

Substituting D = 2 and S = )(sf = 3183 2  ss in (9) and employing solutions of the pell’s equation 

1 2 22  vu the sequence of values of m are found to be  

        )3183(263)3(32263)3(223
2
1),( 2

2
nn














  sssssnm

   ……….(12) 

n = 0, 1, 2, ………
 

where 26)3(3 2 00  svu  is the fundamental solution of )3183(3 2 222  ssvu
 For the sake of simplicity a few solutionsof the system (1) & (2) for S = 24, 51, 84, 123, ………. are presented in Table 2 

 
It is interesting to note that all the solutions obtained in this case are even. When S = 24, 51, 84 the solutions of last 
digits from the following patterns respectively as seen in Table 2. 

0 6 0;  4 0 0;  0 0 6 
Similarly we can obtain the solutions of the simultaneous Diophantine equations (1) & (2) for D= 2 and S = )(sf = 

31212 2  ss ,
23s  for identifying the numbers  mhaving specific algebraic form. For the sake of simplicity a few 

solutions are presented in Table 3. 
 
It is interesting to note that all the solutions obtained in this case are even. When S = 3, 27, 75 the solutions of last 
digits from the following patterns respectively. 

6 8 8;  4 2 2;  0 0 0 
When S = 3, 12, 27 the solutions of last digits from the following patterns respectively.  
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6 8 8;  4 2 2;  4 2 2 
 
Case II: D = 6 
To determine the nature of solutions, we go for particular values of D and S. It is seen that D = 6, the equation is 

solvable when S = )(sf = 14287 2  ss , 
27s , 

221s . 
Illustration 5 

Substituting D = 6 and S = )(sf = 14287 2  ss in (9) and employing solutions of the pell’s equation 

1 6 22  vu the sequence of values of b are found to be  

         14287672)7(s625672)7(625
2
1),( 2

2
nn














  ssssnb

 
           ……….(13) 
n = 0, 1, 2, ………

 

where 67)2(7 6 00  svu  is the fundamental solution of )14287(7 6 222  ssvu
 

For the sake of simplicity a few solutionsof the system (1) & (2) for S = 21, 70, 133, 210, ……….  are presented in Table 
4 
 
 
It is interesting to note that all the solutions obtained in this case are even. When S = 3, 12, 27 the solutions of last 
digits from the following patterns respectively as seen in Table 4. 

0 0;  4 6;  2 8 

Similarly we can obtain the solutions of the simultaneous Diophantine equations (1) & (2) for D= 6 and S = )(sf = 
27s ,

221s  for identifying the numbers mhaving specific algebraic form. For the sake of simplicity a few solutions 
are presented in Table 5.  
It is interesting to note that all the solutions obtained in this case are even. When S = 3, 12, 27 the solutions of last 
digits from the following patterns respectively.   

2 8;  8 2;  8 2 
When T = 3, 12, 27 the solutions of last digits from the following patterns respectively. 

0 0;  0 0;  0 0 
Further the solutions satisfy the following recurrence relations:  
(a) Recurrence relations for solution )(n,sm  among different values of s :

      
2222222

2/12/12/1

21,7 ,14287 ,3 ,31212 ,3183 ,363)( e      wher
   0)(),()1()1,(2)2()2,(  )i(

ssssssssssssf
sfsnmsfsnmsfsnm




 
(b) Recurrence relations for solution )(n,sm  among the specific values of s :

      
2222

2/12/12/1

3 ,31212 ,3183 ,363)( e      wher
   0)(),2()(),1(6)(),(  )i(

ssssssssf
sfsnmsfsnmsfsnm




 

     
222

2/12/12/1

21 ,7 ,14287)( e      wher
   0)(),2()(),1(10)(),(  )ii(

sssssf
sfsnmsfsnmsfsnm




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Numerical Examples for Type II System of Diophantine Equations 
Case I: D = 2 
To determine the nature of solutions, one has to go for particular values of D and S. It is seen that D = 2, the equation 

is solvable when S = )(sf = 363 2  ss , 3183 2  ss , 12123 2  ss , 23s . 
Illustration 6 

Substituting D = 2 and S = )(sf = 3183 2  ss in (10) and employing solutions of the Pell’s equation 

1 2 22  vu the sequence of values of b are found to be  

        )3183( 2223 2223
2
1),( 2

2

0000 












  ssvuvusnm

nn

 

 
         3183231)3(32231)3(223

2
1),( 2

2
nn














  sssssnm

   ……….(14) 
n = 0, 1, 2, ……. 

where 2)1(3)1(3 2 00  ssvu  is the fundamental solution of )3183(3 2 222  ssvu
 For the sake of simplicity a few solutions of the system (4) & (5) for S = 24, 51, 84, 123, ……….  are presented in Table 

6 

 
It is interesting to note that all the solutions obtained in this case are odd. When S = 24, 51, 84 the solutions of last 
digits from the following patterns respectively as seen in Table 6. 

0 0 4;  0 6 0;  0 0 4; 4 2 2; 
2 2 4; 4 0 0 

Similarly we can obtain the solutions of the simultaneous Diophantine equations (4) & (5) for D= 2 and S = )(sf = 

363 2  ss , 12123 2  ss , 
23s for identifying the numbers m having specific algebraic form. For the sake of 

simplicity a few solutions are presented in Table 7.  
 
It is interesting to note that all the solutions obtained in this case are even. When S = 3, 12, 27 the solutions of last 
digits from the following patterns respectively:  

2 4 2;  8 6 8;  8 6 8 
When S = 6, 21, 42 the solutions of last digits from the following patterns respectively:  

0 0 6;  0 0 6;  8 8 6; 
0 4 0; 6 8 8; 6 0 0 

When S = 6, 21, 42 the solutions of last digits from the following patterns respectively:  
2 4 2;  0 0 4;  0 6 0; 
0 0 4; 4 2 2; 2 2 4 

 
 
Case 2: D = 3 
To determine the nature of solutions, one has to go for particular values of D and S. It is seen that D = 3, the equation 

is solvable when S= 122 2  ss , 
22s , 

23s .   
Illustration 7 

Substituting D = 3 and S = )(sf = 122 2  ss in (10) and employing solutions of the pell’s equation 1 3 22  vu
the sequence of values of b are found to be  
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        )122(32)1(23232)1(232
2
1),( 2

2














  sssssssnm

nn

 
  ……….(15) 
n = 0, 1, 2, ……. 

where 3)2()1(2 3 00 ssvu   is the fundamental solution of )122(4 3 222  ssvu
 For the sake of simplicity a few solutions of the system (4) & (5) for S = 3, 11, 23, 39, ……….  are presented in Table 8 

 
 
It is interesting to note that all the solutions obtained in this case are odd. When S = 3, 11, 23 the solutions of last 
digits from the following patterns respectively as seen in Table 8. 

9 9 3;  5 7 5;  9 9 3 
 
Similarly we can obtain the solutions of the simultaneous Diophantine equations (4) & (5) for D= 3 and S = )(sf = 

22s , 23s  for identifying the numbers mhaving specific algebraic form. For the sake of simplicity a few solutions are 
presented in Table 9. 
 

It is interesting to note that all the solutions obtained in this case are even for 22)( ssf  , odd and even for odd 

and even values of sof 23)( ssf  . 
When S = 2, 8, 18 the solutions of last digits from the following patterns respectively:  

6 2 6;  4 8 4;  4 8 4 
When T = 3, 12, 27 the solutions of last digits from the following patterns respectively:  

9 9 3;  6 6 2;  1 1 7 
Further the solutions satisfy the following recurrence relations:  
(a) Recurrence relations for solution )(n,sm  among different values of s :

      

)1( 122      
),2 ,1( 12123 ),1( 363 ),1( 3183 ,2 ,3)( e      wher

   0)(),()1()1,(2)2()2,(  )i(

2

22222

2/12/12/1







sss
ssssssssssssf

sfsnmsfsnmsfsnm

 

(b) Recurrence relations for solution )(n,sm  among the specific values of s :

      
12123 ,363 ,3 ,3183)( e      wher

   0)(),2()(),1(6)(),(  )i(
2222

2/12/12/1





ssssssssf
sfsnmsfsnmsfsnm

. 

     
222

2/12/12/1

3,2 ,122)( e      wher
   0)(),2()(),1(4)(),(  )ii(

sssssf
sfsnmsfsnmsfsnm




 

 
CONCLUSION 
 
This work obtained infinitely many integer solutions of the proposed system of double equations

22 vS
D
m,uSm    . After conversion of the system into a familiar Diophantine equation of Pellian form, we 

have identified that the system will have many integer solutions ))(,,( sfsnm in continuous manner for the non – 
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zero values of D. Wealso observed during the experiment of finding such infinite solutions for some specific values 
of D, the integral solutions can be generated for some sequential values of S. Moreover, some second order 
polynomials have been constructed for the values of S in order to find the generalized solutions of the systems. 
Finally, few integer solutions of the systems were found for the analysis of its pattern and relation.   
 
REFERENCES 
 

1. Baker, A., and Davenport, H., The equations 2222 7823 zxandyx  , Quartely Journal of 
Mathematics, Oxford Second Series, 30 (1969), 129 – 137. 

2. Djangir A. Babayev and Sahib S. Mardanov, Sequential and simultaneous aggregation of diophantine equations, 
Discrete Applied Mathematics, 50 (1994) 209 – 220. 

3. Fadwa S. Abu Muriefah and Amal Al Rashed, The simultaneous Diophantine equations 

44144245 2222  xzandxy , The Arabian Journal for Science and Engineering, 31 (2006) 207 – 
211. 

4. Gopalan, M.A., and Devibala, S., Integral solutions of the system 

    22
2

2222
1

22 , vNyxbuNyxa  , Acta Ciencia Indica, XXXIM (2005) 325 – 326. 

5. Gopalan, M.A., and Devibala, S., Integral solutions of the system     222222 , vcyxaubyx 
, Acta Ciencia Indica, XXXIM (2005). 

6. Gopalan, M.A., Vidhyalakshmi, S., and Lakshmi, K., On the system of double equations 

,24 222222 wyxandzyx  Scholars Journal of Engineering and Technology, 2 (2014) 103 – 104. 
7. Gopalan, M.A., Vidhyalakshmi, S., and Bhuvaneswari, E., On the system of double diophantine equations 

  164, 2
1010

2
10  paaaaqaa , Jamal Academic Research Journal, S (2016) 279 – 282. 

8. Gopalan, M.A., Vidhyalakshmi, S., and Nivetha, A., On the system of double diophantine equations 
  366, 2

1010
2

10  paaaaqaa , Transactions on mathematics, 2 (2016) 41 – 45. 

9. Gopalan, M.A., and Sharadha Kumar, On the system of double equations  2, wxzywzyx  ,  
EPRA International Journal of Multidisciplinary Research, 5 (2019) 91 – 95. 

10. Gopalan, M.A., Vidhyalakshmi, S., and Srilekha, J., On the system of double equations 
2222 , byxayx  , International Journal of Mathematics Trends and Technology, 65 (2019) 156 – 161. 

11. Hayder R. Hashim, Solutions of the diophantine equation 2727 ZYX   from recurrence sequence, 
Communications in Mathematics, 28 (2020) 55 – 66. 

12. Maciej Ulas, A note on Diophantine systems involving three symmetric polynomials, Journal of Number theory, 
133 (2013) 3283 – 3295. 

13. Maohua Le, On the diophantine system 121 222  zxandDDyx , Mathematica Scandinavica, 
95 (2004) 171 – 180. 

14. Maurica Mignotee and Attila Petho, On the system of diophantine equations 

1256 222  zxandyx , Mathematica Scandinavica, 76 (1995) 50 – 60. 
15. Meena, M., Vidhyalakshmi, S., and Priyadharshini, C., On the system of double diophantine equations 

  255, 2
1010

2
10  paaaaqaa , Open Journal of Applied & theoretical Mathematics, 2 (2016) 

8 – 12. 
16. Mihai Cipu, Pairs of pell equations having at most one common solution in positive integers, Analele Stiintifica 

ale Universitatii Ovidius Constanta, 15 (2007) 55 – 66. 

Hari Ganesh and Mahalakshmi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73711 
 

   
 
 

17. Mohanty, S.P., and Ramasamy, A.M.S., The simultaneous diophantine equations 
2222 12205 ZYandXY  , Journal of Number Theory, 18 (1984) 356 – 359. 

18. Sharadha Kumar and Gopalan, M.A., On the simultaneous equations 32 ,3 Txywyzx  , International 
Journal of Management and Humanities, 4 (2019) 1 – 3. 

19. Silan Zhang, Jianhua Chen and Hao Hu, On the system of diophantine equations 

bazxandyx  222 56 , The Scientific World Journal, 2014 (2014) 1 – 4. 
20. Vidhyalakshmi, S., Gopalan, M.A., and Aarthy Thangam, S., Three special systems of double Diophantine 

equations, International Journal of recent Scientific Research, 8 (2017) 22292 – 22296.  
21. Vidhyalakshmi, S., Gopalan, M.A., and Aarthy Thangam, S., On the pair of Diophantine equations 

,, 2332 vxyuxy   International Journal of Scientific and Innovative Mathematical Research, 5 (2017) 
27 – 34. 

22. Vidhyalakshmi, S., Mahalakshmi, T., and Aarthy Thangam, S., On the double equations 

,,3 33 Txywyzx   journal of Xi’an University of Architecture & Technology, XII (2020) 1357 – 1362. 

23. Walsh, P.G., On integral solutions to 121 2222  dyzanddyx , Acta Arithmetica, (1997) 69 – 76. 
24. Xiaochuan Ai, Jianhua Chen, Silan Zhang and hao Hu, Complete solutions of the simultaneous pell equations 

1124 2222  pzyandyx , Journal of Number theory, 147 (2015) 103 – 108. 
25. Yasutsugu Fujita, The extensibility of Diophantine pairs {k – 1, k + 1}, Journal of Number Theory, 128 (2008) 322 – 

353. 
 

Table 1: 363)(for  ),( 2  sssfsnm  

n  
),( snm  

)6 ,1(),( Ss  )21 ,2(),( Ss  )42 ,3(),( Ss  
0 
1 
2 
3 
4 
5 

30 
894 

30270 
1028190 
34928094 

1186526910 

60 
1500 
50604 

1718700 
58384860 

1983366204 

102 
2262 
76134 

2585622 
87834342 

2983781334 
 

Table 2: 3183)(for  ),( 2  sssfsnm  

n  
),( snm  

)24 ,1(),( Ss  )51 ,2(),( Ss  )48 ,3(),( Ss  
0 
1 
2 
3 
4 
5 

120 
3576 

121080 
4112760 

139712376 
4746107640 

174 
4710 

159150 
5405574 

183629550 
6237998310 

240 
6000 

202416 
6874800 

233539440 
7933464816 
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Table 3: 22 3  ,31212)(for  ),( ssssfsnm   

n  
31212)(for  ),( 2  sssfsnm  23)(for  ),( ssfsnm   

)3 ,1(),( Ss  )27 ,2(),( Ss  )75 ,3(),( Ss  )3 ,1(),( Ss  )21 ,2(),( Ss  )27 ,3(),( Ss  
0 
1 
2 
3 
4 
5 

6 
78 

2598 
88206 

2996358 
101787918 

54 
702 

23382 
793854 

26967222 
916091262 

150 
1950 

64950 
2205150 
74908950 

2544697950 

6 
78 

2598 
88206 

2996358 
101787918 

24 
312 

10392 
352824 

11985432 
407151672 

54 
702 

23382 
793854 

26967222 
916091262 

 Here 20)12(3 2 00  svu  is the fundamental 

solution of )31212(3 2 222  ssvu  

Here 269 2 00 ssvu   is the fundamental 

solution of )3(3 2 222 svu   
 

Table 4: 14287)(for  ),( 2  sssfsnm  

n  
),( snm  

)21 ,1(),( Ss  )70 ,2(),( Ss  )133 ,3(),( Ss  
0 
1 
2 
3 
4 
5 

420 
35700 

3493140 
342286980 

33540625860 
3286639042260 

714 
50106 

4892874 
479434746 

46979695434 
4603530700986 

1092 
66948 

6527892 
639634548 

62677625892 
6141767670948 

 

Table 5: 27)(for  ),( ssfsnm   

n  
27)(for  ),( ssfsnm   221)(for  ),( ssfsnm   

)7 ,1(),( Ss  )28 ,2(),( Ss  )63 ,3(),( Ss  )21 ,1(),( Ss  )84 ,2(),( Ss  )189 ,3(),( Ss  
0 
1 
2 
3 
4 
5 

42 
1218 

117642 
11526018 

1129430442 
110672655618 

168 
4872 

470568 
46104072 

4517721768 
442690622472 

378 
10962 

1058778 
103734162 

10164873978 
996053900562 

420 
35700 

3493140 
342286980 

33540625860 
3286639042260 

1680 
142800 

13972560 
1369147920 

134162503440 
13146556169040 

3780 
321300 

31438260 
3080582820 

301865632740 
29579751380340 

 Here 61435 6 00 ssvu   is the fundamental 

solution of )7(7 6 222 svu   

Here 6721 6 00 ssvu   is the fundamental solution of 

)21(7 6 222 svu   
 

Table 6: 3183)(for  ),( 2  sssfsnm  

n  
),( snm  

)24 ,1(),( Ss  )51 ,2(),( Ss  )84 ,3(),( Ss  )123 ,4(),( Ss  )168 ,5(),( Ss  )219 ,6(),( Ss  
0 
1 
2 

600 
20760 
705624 

60 
2076 
71340 

120 
4440 

152184 

204 
7692 

263292 

312 
11832 
404664 

444 
16860 
576300 
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3 
4 
5 

23970840 
814303320 

27662342424 

2424300 
82355676 

2797669500 

5171160 
175668600 
5967562584 

8946204 
303909612 

10323982572 

13749432 
467078712 

15866929464 

19580844 
665175900 

22596403260 
 

Table 7: )(for  ),( sfsnm 23s , 363 2  ss , 12123 2  ss  

n  
23)(for  ),( ssfsnm   

)3 ,1(),( Ss  )12 ,2(),( Ss  )27 ,3(),( Ss  
0 
1 
2 
3 
4 
5 

12 
444 

15132 
514092 

17464044 
593263452 

48 
1776 
60528 

2056368 
69856176 

2373053808 

108 
3996 

136188 
4626828 

157176396 
5339371068 

Here 21521 2 00 ssvu   is the fundamental solution of )3(32 222 svu   

 

363)(for  ),( 2  sssfsnm  
)6 ,1(),( Ss  )21 ,2(),( Ss  )42 ,3(),( Ss  )69 ,4(),( Ss  )102 ,5(),( Ss  )141 ,6(),( Ss  

150 
5190 

176406 
5992710 

203575830 
6915585606 

30 
1110 
38046 

1292790 
43917150 

1491890646 

78 
2958 

101166 
3437358 

116769678 
3966732366 

150 
5694 

194550 
6610110 

224550294 
7628100990 

246 
9318 

318198 
10811046 
367258998 

12475996518 

366 
13830 
472110 

16040166 
544895790 

18510418950 

Here 23)1(3 2 00 ssvu   is the fundamental solution of )363(3 2 222  ssvu  

12123)(for  ),( 2  sssfsnm  

)3 ,1(),( Ss  )24 ,2(),( Ss  )51 ,3(),( Ss  )84 ,4(),( Ss  )123 ,5(),( Ss  )168 ,6(),( Ss  
12 

444 
15132 
514092 

17464044 
593263452 

600 
20760 
705624 

23970840 
814303320 

27662342424 

60 
2076 
71340 

2424300 
82355676 

2797669500 

120 
4440 

152184 
5171160 

175668600 
5967562584 

204 
7692 

263292 
8946204 

303909612 
10323982572 

312 
11832 
404664 

13749432 
467078712 

15866929464 

Here 23)2(3 2 00 ssvu   is the fundamental solution of )12123(32 222  ssvu  

Table 8: 122)(for  ),( 2  sssfsnm  

n  
),( snm  

)3 ,1(),( Ss  )11 ,2(),( Ss  )23 ,3(),( Ss  )39 ,4(),( Ss  )59 ,5(),( Ss  )38 ,6(),( Ss  
0 
1 
2 
3 
4 
5 

39 
579 
8103 

112899 
1572519 
21902403 

15 
267 

3855 
53835 
749967 

10445835 

39 
699 

10023 
139899 
1948839 
27144123 

75 
1335 
19083 
266295 
3709515 

51667383 

123 
2175 
31035 
433023 
6031995 
84015615 

183 
3219 
45879 
640083 

8916279 
124188819 
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Table 9: )(for  ),( sfsnm 22s , 23s . 

n  
22)(for  ),( ssfsnm   23)(for  ),( ssfsnm   

)2 ,1(),( Ss  )8 ,2(),( Ss  )18 ,3(),( Ss  )3 ,1(),( Ss  )12 ,2(),( Ss  )27 ,3(),( Ss  
0 
1 
2 
3 
4 
5 

6 
102 

1446 
20166 
280902 
3912486 

24 
408 
5784 
80664 

1123608 
15649944 

54 
918 

13014 
181494 

2528118 
35212374 

39 
579 

8103 
112899 

1572519 
21902403 

156 
2316 
32412 
451596 
6290076 
87609612 

351 
5211 
72927 

1016091 
14152671 
197121627 

 Here 3610 3 00 vuvu   is the fundamental 

solution of )2(4 3 222 svu   

Here 346 3 00 ssvu   is the fundamental 

solution of )3(43 222 svu   
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The main objective of this research was to check for the presence or absence of phytochemical chemicals 
in all the selected medicinal plants. Phytochemical analysis of these plants confirms the presence of 
various secondary metabolites such as alkaloids, flavonoids, terpenoids, phenols, steroids, saponins, 
carbohydrates and phlobatannins. Sphaeranthus indicus extract are analyzed by using antioxidant activity 
of DPPH, Hydroxyl radical scavenging, Hydrogen peroxide and Reducing power assay. Sphaeranthus 
indicus is a medicinal herb that has been extensively studied for its antioxidant potential and therapeutic 
properties. This study aimed to systematically analyze the phytochemical composition and evaluate the 
antioxidant activity of the methanolic leaf extract of Sphaeranthus indicus. This section provides a brief 
overview of the study conducted on the phytochemical screening and antioxidant analysis of the 
methanolic leaf extract of Sphaeranthus indicus. 
 
Keywords: Antioxidant activity from Sphaeranthus indicus 
 
INTRODUCTION 
 
Ayurvedic medicinal plants are of great importance due to their rich history of utilization for various ailments. These 
plants contain specific chemical compounds that produce physiological effects on the human body, making them 
valuable for pharmaceutical companies in the preparation of formulations (Shifaliet al., 2021). India, with its diverse 
plant genetic resources, is particularly rich in medicinal plant diversity and has a long tradition of using herbal drugs 
in traditional systems of medicine such as Ayurveda and Unani (Shailaja et al., 2021). The use of Ayurvedic medicinal 
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plants is prevalent in India, and these plants offer a broad spectrum of activity with fewer adverse side effects 
compared to chemotherapeutic drugs. The cultivation of medicinal plants has become essential to meet the growing 
demand for herbal drugs, and organic farming practices, such as the use of liquid organic manure called 
"Kunapajala," are being promoted to ensure the quality of these plants and protect human health (Navneeta, 
Bharadvaja., 2017). Sphaeranthus indicus is a medicinal herb that has been extensively studied for its antioxidant 
potential and therapeutic properties. The leaves of S. indicus have been found to contain high levels of phenolic 
compounds, flavonoids, and tannins, which contribute to its antioxidant activity (Ashutosh et al., 2021). Additionally, 
S. indicus has been shown to have immunostimulant activity and protective effects on hepatic and renal functions 
(Gajendra et al., 2021). The plant has also been found to have phytotoxic effects on the growth of other plants, 
indicating its potential as a natural herbicide (Kumbharet al., 2021). Phytochemical analysis of S. indicus has revealed 
the presence of various bioactive compounds, including alkaloids, flavonoids, and terpenoids (Mohit, Garg et al., 
2021). Furthermore, different solvent extracts of S. indicus flowers have demonstrated significant antioxidant and 
enzyme inhibition activities, suggesting its potential as a source of novel bioactive compounds for pharmaceutical 
and nutraceutical applications (Dhananjay, Tandon et al., 2020;Preeja.,2020). In recent years, there has been a growing 
interest in exploring the phytochemical composition and antioxidant properties of medicinal plants. Sphaeranthus 
indicus, commonly known as "Gorakhmundi", is one such plant that has gained attention due to its potential health 
benefits (Praveen, Suresh, Gupta et al., 2020).Sphaeranthus indicus has been traditionally used in India for various 
medicinal purposes and is known to possess a wide range of pharmacological activities including antioxidant 
activity. However, despite its extensive use in traditional medicine, there is limited information available on the 
antioxidant activity and chemical composition of Sphaeranthus indicus leaf extract. In particular, the leaves of 
Sphaeranthus indicus have been traditionally used for various medicinal purposes, including the treatment of skin 
diseases, wound (Flowerlet, Mathew et al., 2019; Shailja, Kumari et al., 2021; Harish, Moorthy et al., 2021). The aim of 
this research work was to investigate the phytochemical analysis and antioxidant activity of Sphaeranthus indicus, a 
methanolic leaf extract. The choice of methanol as the solvent was based on its ability to effectively extract a wide 
range of phytochemicals from plant materials. 
 
MATERIALS AND METHODS  
 
Plant Material 
The plant species of Sphaeranthus indicuscollected from in and around Madurai, Tamilnadu, India. All specimens' 
morphological characteristics were investigated thoroughly. The plant specimen was confirmed with Flora's help of 
the Presidency of Madras (Gamble and Fischer 1915; Gamble 1935) and Flora of Tamilnadu Carnatic (Matthew 1981: 
McNeill et al., 2006) and authenticated by comparison with an authentic specimen.  
 
Preparation of methanolic extract by using Sphaeranthus indicus leaves 
The plant's leaf materials were chopped into pieces and shadow-dried for one week at 35 – 40 ˚C. The dried pieces 
were finely ground to get a fine powder. One hundred gram of powdered were subjected to 600 ml of ethanol and 
600 ml 95 % of methanol (AR, grade) extracted using Soxhlet apparatus for 12 hours at 60 ˚C. The collected solvents 
were then evaporated to dryness under vacuum. For further studies and subsequent examination, the residue 
collected was preserved at -20˚C (Burranboinaet al., 2022). 
 
Preliminary phytochemical screening 
The presence of phytochemicals in Sphaeranthus indicus crude methanolic leaf extract was determined by qualitative 
analysis.The usual methods were used to examine the phytoconstituents, which included things like alkaloids, 
flavonoids, carbohydrates, phenol, tannins, steroids, cardiac glycosides, terpenoids, and phlobatannins(Iqbal et al., 
2015; Gul et al., 2017; Gebrewbetet al., 2023). 
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Antioxidant assays  
DPPH radical-scavenging assay 
The DPPH radical-scavenging antioxidant assay was carried out according to Thangjamet al., 2020.In this 
experiment, 1.0 ml of DPPH (0.1 mM) solution was added to 3 mL of different concentration plant extract (ranging 
from 100 to 500 μg/mL).The reaction mixture was vigorously shaken and kept for 30 minutes at room temperature in 
the dark conditions. Then the absorbance was measured at 517 nm against a blank; L-ascorbic acid was used as a 
standard. Decreased absorbance of the reaction mixture showed greater free radical-scavenging activity. 

Scavenging effect (%) =  [(Ac − As) / Ac] × 100 
Thus, Ac is the absorbance of the control and As is the absorbance of the sample or standard. 
 
Hydroxyl radical scavenging assay 
The hydroxyl radical (OH-)-scavenging capacity of the methanolic leaf extract Sphaeranthus indicus was measured 
according to the modified method of Hazraet al., 2008.The assay was performed by adding 0.1 mL of EDTA, 0.01 mL 
of FeCl3, 0.1 mL of H2O2, 0.36 mL of deoxyribose, 1.0 mL of the extract (100 to 500 mg/mL) dissolved in distilled 
water, 0.33 mL of phosphate buffer (50 mM, pH 7.4) and 0.1 mL of ascorbic acid, in sequence. This mixture was then 
incubated at 37 °C for 1 h. A 1.0 mL portion of the incubated mixture was mixed with 1.0 mL of 10% trichloroacetic 
acid (TCA) and 1.0 mL of 0.5% thiobarbituric acid (TBA) [in 0.025M sodium hydroxide (NaOH) containing 0.025 % 
butylated hydroxyl aniline (BHA)] to develop the pink chromogen which was measured at 532 nm. L-ascorbic acid 
was used as a standard. The OH-scavenging activity of the extract was reported as % inhibition of deoxyribose 
degradation and was calculated by the DPPH radical scavenging assay above. 
Scavenging effect (%) =  [(Ac − As) / Ac]  × 100 
Thus, Ac is the absorbance of the control and As is the absorbance of the sample or standard. 
 
Hydrogen peroxide scavenging activity 
The ability of the Sphaeranthus indicus leaves methanolic extract to scavenge hydrogen peroxide was determined 
according to the method of Hazraet al., 2008.A solution of hydrogen peroxide (40 mM) was prepared in phosphate 
buffer (pH 7.4). The extract at (100-500 μg/mL) various concentrations in distilled water were added to a hydrogen 
peroxide solution (0.6 mL, 40mM). Absorbance of hydrogen peroxide at 230 nm was determined 10 minutes later 
against a blank solution containing the phosphate buffer without hydrogen peroxide. The percentage of hydrogen 
peroxide scavenging of methanolic extract of Sphaeranthus indicus and standard ascorbic acid were calculated 
Scavenging effect (%) =  [(Ac − As) / Ac]  × 100 
 
Reducing power assay 
The reducing power of the Sphaeranthus indicus methanolic extract was determined by the method of Rahman et al., 
2015.  Briefly, the different concentrations of extract (100 to 5000 μg /mL) in deionized water were mixed with 
phosphate buffer (2.5 ml, 0.2 M, pH 6.6) and 1% potassium ferricyanide (2.5 mL). The mixture was incubated at 50 °C 
for 20 minutes. Aliquots of TCA (2.5 mL, 10%) were added to the mixture, which was then centrifuged at 1000 rpm 
for 10 min. The upper layer of the solution (2.5 mL) was mixed with distilled water (2.5 mL) and a freshly-prepared 
FeCl3 solution (0.5 mL, 0.1%). The absorbance was measured at 700 nm. Increased absorbance of the reaction mixture 
was interpreted as an increase in reducing power. The standard, ascorbic acid, was also processed by the same 
procedures. 
 
RESULTS AND DISCUSSION 
 
The phytochemical analysis of Sphaeranthus indicus revealed the presence of various phytoconstituents, including 
alkaloids, flavonoids, terpenoids, phenols, steroids, saponins, carbohydrates and Phlobatannins. These results are 
presented in The literature-described health-promoting and disease-prevention activities of yerba santa are 
supported by the presence of several bioactive phytoconstituents (Timbrook 2007). Sasikalaet al., 2020 have reported 
that methanolic extract phytochemical study of secondary metabolism of bioactive compounds was excellent. Plant 
extract were subjected to phytochemical analysis, which identified components known to have physiological and 
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therapeutic effects(YadavR.N.S. and MuninAgarwala 2011).The secondary metabolic molecule enhances a variety of 
biological processes and can potentially be used as a medicinal treatment. The similar results show such similarly has 
reported by Madasamy Sundar et al., (2020).The screening of phytochemicals is frequently referred to as the initial 
stage in the development of useful medications. Plants produce wide range of secondary metabolites, including 
alkaloids, flavonoids, steroids, terpenoids, tannins, glycosides and saponins. These phytocompounds, which come 
from plants, could potentially bring about healing by simulating the actions of endogenous metabolites, hormones, 
or neurotransmitters, amongst other things. 
 
DPPH radical-scavenging assay 
The DPPH free radical assay is commonly used to assess the scavenging activity of compounds or plant extracts. 
When the stable DPPH radical accepts an electron from an antioxidant compound, the color of the DPPH radical 
changes from violet to yellow, indicating the reduction of the radical. This color change can be measured 
colorimetrically and substances that are able to perform this reaction are considered antioxidants and radical 
scavengers. All the extracts showed different levels of DPPH radical scavenging activity over the range of 100 μg/mL 
to 500 μg/mL concentration and the values are of Sphaeranthus indicus 6.73, 15.37, 27.76, 41.35, 51.05 and standard 
Ascorbic acid 13.79, 32.51, 45.93, 56.09, 73.15 and the results were showed in figure 1. Antioxidants are playing a vital 
role for scavenging activity. DPPH free extreme technique is a sensitive method to decide the cell antioxidant activity 
of plant extract. (Kolevaet al., 2002;Suresh et al., 2011).DPPH is stable nitrogen centered free radical which is 
conservative used todetermine free scavenging of antioxidantactivity there in the plant extractor synthetic 
compounds (Koksalet al., 2011; Oliveira et al., 2008).Decrease capability of the DPPH radical is determined by the 
absorbance at 517nm (Beyer 1994; Aqil 2006).The biological functions of phytoconstituents may be related to their 
antioxidant properties. Reported theDPPH is unaffected by radical metals or enzyme inhibition, and it exhibits a 
significant absorption maximum at 517 nm in visible spectroscopy (Sasikalaand Pugazhendy2022).  
 
Hydroxyl radical scavenging assay 
Hydroxyl radicals are highly reactive oxygen species that may react with any molecule in living beings, including 
proteins, DNA, and lipids. By removing hydrogen atoms from unsaturated fatty acids, hydroxyl radicals can rapidly 
initiate the lipid peroxidation process (Irshad et al., 2012). The results showed that methanolic extracts of 
Sphaeranthus indicus have scavenging ability of OH− free radicals in a dose-dependent manner range of 100 μg/mL to 
500 μg/mL. the hydroxyl radicals activity of methanolic extract are 14.35, 27.22, 45.28, 60.01, 77.796 μg/mL figure 3. 
 
Hydrogen peroxide scavenging activity 
Methanolic extract Sphaeranthus indicus were capable of scavenging H2O2 in a concentration-dependent manner. 
Like the superoxide anion radical scavenging activity, the H2O2 scavenging activity of extracts showed higher H2O2 
scavenging activity compared to the standard antioxidants at the same dose. The H2O2 scavenging activity of 100 
μg/mL to 500 μg/mL concentration of the extracts. Sphaeranthus indicus in methanolic extract 7.09, 26.596, 39.007, 
45.63,58.63, and Ascorbic acid 16.31,30.02, 41.37, 48.82, 68.63. the results were shown in figure 4. Hydrogen peroxide 
is an oxidant that is being formed continuously in living tissues as a result of several metabolic processes, but its 
detoxification is very crucial in preventing it from reacting in deleterious Fenton-type reactions, which generate 
extremely reactive oxygen species, including hydroxyl free radical (Graf et al., 1984). The scavenging mechanism of 
hydrogen peroxide by phenolic acids is not known, but from the relevant literature it is stressed that no radical 
reactions are involved(Nakamura et al., 2000). 
 
Reducing power assay 
The existence of reductants is often connected with the presence of the reducing characteristic. The antioxidant 
activity of reductants is based on the donation of a hydrogen atom, which breaks the free radical chain. Reductants 
also react with some peroxide precursors, blocking peroxide production. According to the findings provided here, 
the extracts' significant reducing activity appears to be attributable to the presence of polyphenols, which may serve 
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as reductants by donating electrons and combining with free radicals to convert them to more stable molecules and 
end the radical chain reaction (Loganayakiet al., 2013;Jayanthi et al., 2011). Figure 7 showed the reducing power (as 
indicated by absorbance at 700 nm) of extracts which increased with increasing concentration to certain extent and 
then leveled off with further increase in concentrations. The concentration of Sphaeranthus indicus 100 μg/mL, 200 
μg/mL, 300 μg/mL, 400 μg/mL, 500 μg/mL the reducing power assay are 0.06, 0.082, 0.123, 0.14, 0.18 and standard 
Ascorbic acid showed 0.094, 0.13,0.15, 0.17, 0.199 was observed 
 
CONCLUSION 
 
Sphaeranthus indicus, commonly known as "Gorakhmundi", is a medicinal plant traditionally used in India for 
various purposes. Limited information is available on the antioxidant activity and chemical composition of 
Sphaeranthus indicus leaf extract. In this research the methanolic leaf extract was prepared and analyzed. The study 
aimed to systematically analyze the phytochemical composition and evaluate the antioxidant activity of the extract. 
The researchers conducted a phytochemical screening to identify the presence of various secondary metabolites such 
as alkaloids, flavonoids, and phenols. The antioxidant activity of the extract was also evaluated. This study provides 
valuable insights into the phytochemical composition and antioxidant activity of Sphaeranthus indicus leaf extract, 
contributing to the understanding of its potential health benefits. Further research was in progress.  
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Table 1 Preliminary phytochemical Sphaeranthusindicus analysis of extract 
Phytochemical 

Class 
Methanolic extract of Sphaeranthus 

indicus leaf (MS) 
Alkaloid + 

Flavonoids ++ 
Tannins + 
Phenols + 
Steroids - 

Carbohydrates + 
Terpenoids ++ 

Cardiac glycoside ++ 
Saponin + 

Phlobatannins ++ 
++ Indicates the presence in high amount; + indicates the presence; - indicates the absence of phytochemical. 
 

 

 

Figure 1.Sphaeranthus indicus methanolic leaf extract 
DPPH radical-scavenging assay 

Figure2.Sphaeranthus indicus methanolic leaf extract 
Hydroxyl radical scavenging assay 

  
Figure 3.Sphaeranthus indicus methanolic leaf extract 
Hydrogen peroxide scavenging activity 

Figure 4.Sphaeranthus indicus methanolic leaf extract 
reducing power assay 
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The study will emphasize the role of quality in the private label purchase decision. It will be helpful  
in finding out the evidence to support the notion that perceived quality is much more important than the 
level of  price discount in. According to Private Label Manufactures‘ Association, store brands now 
account for one of every five items sold in U.S, supermarkets, drug chains and mass merchandisers. The 
other major stream of research will deal with the competition between private label brands and national 
label brands (also called manufacturers‘ brands). This stream of research has endeavored to identify that 
how either private label brands or national brands could differentiate each other. 
 
Keywords: Private label Brands, Manufacturer Brands, Customer loyalty, Brand Loyalty, Purchase 
Decision 
 
INTRODUCTION 
 
This research provided the analytical frame work to identify number of factors determining choices of youth 
concerning private label over manufacturer brands. It will be an in-depth investigation to anticipate loyalty among 
youths towards private label brands. The inspiration of this study is our youths, who were no longer loyal are now 
come up with the loyalty towards private label brands. Today, while poor still buy private labels more often than 
other consumers, one observes even wealthy consumers purchasing store or private label brands. The study will 
emphasize the role of quality in the private label purchase decision. It will be helpful in finding out the evidence to 
support the notion that perceived quality is much more important than the level of price discount in. According to 
Private Label Manufactures Association, store brands now account for one of every five items sold in U.S, 
supermarkets, drug chains and mass merchandisers. This stream of research has endeavored to identify that how 
either private label brands or national brands could differentiate each other. As far as the loyalty is concerned youths 
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are no longer remain loyal for the particular brand, because they are dynamic in nature & love to taste new things in 
new fashion & style. That is why they usually switch over the brands. If we talk about the private labels then there were 
lot of difference in national and private labels by prices, quality, sizes, colours etc. but now every trend is almost 
similar whether it is a manufacturer brand or the in-house brand. In fact, the private labels are somewhat cheaper in 
price as compared to the manufacturer brand, and the quality provided by both of them is almost similar. 
 
Objectives of the Study 
 To understand the frequency of buying garments and the type of markets the respondents will choose while 

shopping. 
 To analyze the list of criteria to select the garments. 
 To examine the selection criteria for purchasing private label brands and the reason to switch over manufacturer 

brands. 
 
Research Design  
Under this study, the researcher adopted simple random sampling method for collecting data. The study was 
conducted in Coimbatore city and ensures that the peoples are using private label brands. The proposed sample size 
of 150 respondents is taken up for the study. Accordingly, 150 questionnaires were collected and 17 questionnaires 
were excluded due to a large amount of missing data. Consequently, 133 valid questionnaires for the analysis were 
obtained. 
 
Scope of the Study 
The scope of the project on brand loyalty among youth towards private label brands would cover the following 
areas: 
 • Definition and Understanding: A clear definition of private label brands, their characteristics, and how they are 
different from other brands will be provided.  
• Study of Private Label Brands: The study will include the analysis of private label brands, their popularity, and 
their market share. 
 • Youth Perception: The research will explore the perception of youth towards private label brands and how they 
view these brands compared to other brands. 
 • Brand Loyalty: The research will examine the level of brand loyalty among youth towards private label brands 
and how this loyalty is formed and maintained.  
• Factors Influencing Brand Loyalty: The study will look into the various factors that influence the brand loyalty of 
young people towards private label brands, such as product quality, price, and packaging. 
 
Data Analysis and Interpretation 
Interpretation 
The above table interprets the frequency of shopping apparels, 23.3% shoppers shopping once in a week, 52.6% 
shoppers shopping once in a month, 20.3% shoppers were shopping once in 6 months and 3.8 shoppers were 
shopping  once in a year. Majority of 52.6% respondents responded ‘Once in a month’ when compared to others. 
 
Interpretation 
The above table interprets the type of market for shopping apparels,23.3%  shoppers preferred single branded outlet 
,48.1% shoppers preferred multi branded outlet,21.8% shoppers preferred exclusive stores, 1.5% shoppers liked in 
street bazar and 5.3% shoppers preferred in internet for shopping apparels. Majority 48.1% of the respondents 
responded ‘Multi branded outlet’ 
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Interpretation 
The above table interprets the purpose of selecting the garment. It is inferred that, 32.3% of the respondents bought the 
garments for the purpose of brand name 25.6% of the respondents bought the garments for design. Followed by, 39.1% 
of the respondents bought the garments for the purpose of quality and 3% of the respondents bought the apparels for 
the purpose of reasonable price. Majority of 39.1%  of the respondents responded ‘Quality’ as the main factor to 
prefer the garments. 
 
Interpretation 
The above table interprets the reasons to switch private label brands over manufacturer brands, here it is inferred 
that, 27.8% of the respondents switch over the manufacturer brand for the purpose of cheaper price. Followed by 
34.6% of the respondents preferred manufacturer brand for comparable quality and 32.3%  of the respondents 
preferred the designs. Majority of 34.6% respondents responded ‘Comparable quality’ as the main reason to switch 
over manufacturer brands. 
 
Interpretation 
The above table interprets the selection criteria for purchasing private label brands. It is inferred that, 30.8%  of the 
respondents purchase the private label brands for  popularity among friends. Followed by, 24.1% of the respondents 
purchase the private label brands for  advertising and celebrity endorsing. After that, 25.6% of the respondents purchase 
the private label brands for   store name and  trusting of brand. The rest 19.5 % of the respondents purchase the private 
label brands for personal level of comfort in selected branded cloths. Majority of the 30.8% respondents responded 
‘Popularity among friends’ is the major criteria for purchasing the private label brands.  
 
Interpretation 
The above table interprets the youth preference in specific retailers. It is revealed that, 24.8% of the respondents have 
responded shoppers stop and Pantaloon is the most preferable retailers for shopping garments. Followed by 26.3% of 
the respondents have preferred Westside and 21.8% have preferred lifestyle as their major shopping points. The rest 
2.4% of the respondents have responded other categories. Majority of the 26.3 % respondents responded ‘Westside’ 
for their shopping. 
 
Findings 
 From table 1, it is revealed that, 52.6 percent of the respondents responded ‘Once in a month’ for buying 

garments when compared to others.  
 Majority 48 percent of the respondents responded ‘Multi branded outlet’ is a type of market they are using for 

shopping apparels. 
 Table 3 shows that, 39.3 percentage of the respondents responded ‘Quality’ as the main factor to prefer the 

garments. 
 Majority of 34.6 percent respondents responded ‘Comparable quality’ as the main reason to switch over 

manufacturer brands. 
 Majority of 30.8 percent respondents responded ‘Popularity among friends’ is the major criteria for purchasing 

the private label brands.  
 Majority of the 26.3percent respondents responded ‘Westside’ for their shopping. 
 
Suggestions 
 Private label brands are gaining popularity among the youth market due to their affordability and quality. As a 

result, brand loyalty is becoming more common towards these private label brands. 
 While traditional branded products still hold a significant share in the market, private label brands are slowly but 

surely gaining ground. This shift in consumer behavior is forcing companies to re-evaluate their marketing 
strategies. 

 The youth market is particularly important for private label brands as they are more open to trying new things 
and are less influenced by traditional advertising methods. Therefore, companies need to focus on building a 
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strong relationship with this demographic in order to retain their loyalty. 
 Private label brands have emerged as a strong contender in the market, particularly among the youth. The 

increasing brand loyalty towards these products is a clear indication that they are here to stay. Companies need to 
continue to focus on building strong relationships with the youth market in order to stay relevant and 
competitive. 

 

CONCLUSION 
 
The research on brand loyalty among youth towards private label brands has revealed several key insights. It was 
found that factors such as product quality, price, and packaging design play an important role in determining the level 
of brand loyalty among young consumers towards private label brands. While quality remains a key consideration 
for consumers, price and packaging design can also influence their purchasing decisions. The research suggests that 
private label brands have the potential to build strong relationships with young consumers through effective 
marketing strategies, such as engaging social media campaigns and targeted promotions. By leveraging these 
strategies, private label brands can build brand loyalty and win market share from traditional national brands.  
Overall, the findings suggest that private label brands are becoming increasingly popular among young consumers 
and have the potential to become a key player in the consumer goods          industry. 
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Table 1: Frequency of Shopping Apparels 

S.NO 
FREQUENCY OF SHOPPOING 

APPARELS 
NO OF RESPONDENTS PERCENT 

1 Once in a week 31 23.3 
2 Once in a month 70 52.6 
3 Once in 6 month 27 20.3 
4 Once in a year 5 3.8 
 Total 133 100 

Kalakumari 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.15 / Issue 83 / Apr / 2024      International Bimonthly (Print) – Open Access      ISSN: 0976 – 0997 

73726 
 

   
 
 

Source: Primary data 
Table 2: Type of Market for Shopping Apparels 

 
S.NO 

TYPE OF MARKET FOR SHOPPING APPARELS NO OF RESPONDENTS  
PERCENTAGE 

1 Single branded outlet 31 23.3 
2 Multi branded outlet 64 48.1 
3 Exclusive stores 29 21.8 
4 Street bazar 2 1.5 
5 Internet 7 5.3 
 Total 133 100 

Source: Primary data 
 
Table 3: Criteria to select the garment 

 
S.NO 

CRITERIA TO SELECT THE GARMENT  
NO OF RESPONDENTS 

 
PERCENT 

1 Brand name 43 32.3 
2 Design 34 25.6 
3 Quality 52 39.1 
4 Price 4 3 
 Total 133 100 

Source: Primary data 
 
Table 4: Reason to switch over manufacturer brands 

 
S.NO 

REASON TO SWITCH MANUFACTURER 
BRANDS 

 
NO OF RESPONDENTS 

 
PERCENT 

1 When prices are cheaper 37 27.8 
2 Comparable quality 46 34.6 
3 Variety of designs 43 32.3 
4 When there is no choice in manufacturer brand 7 5.3 
 Total 133 100 

Source: Primary data 
 
Table 6: Selection criteria for purchasing private label brands 

 
S.NO 

SELECTION CRITERIA FOR PURCHASING 
PRIVATE LABEL BRANDS 

 
NO OF RESPONDENTS 

 
PERCENT 

1 Popularity among your friends 41 30.8 
2 Advertising & celebrity endorsing 32 24.1 
3 Store name, Trust in brand 34 25.6 

4 
Personal level of comfort in selected branded 

clothes 
26 19.5 

 Total 133 100 
Source: Primary data 
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Table 7: Youth preference in specific retailers 
 

S.NO 
YOUTH PREFERENCE IN SPECIFIC 

RETAILERS NO OF RESPONDENTS 
 

PERCENT 
1 Shoppers stop 33 24.8 
2 Pantaloon 33 24.8 
3 Westside 29 26.3 
4 Lifestyle 25 21.8 
5 Others 3 2.4 
 Total 133 100 

Source: Primary data 
 

  
Figure 1 Frequency of shopping apparels Figure 3.12 Market for shopping apparels 

  
Figure 3 Crieteria to select the garment Figure 4.15 Reason to switch manufacturer brands 

  
Figure 6: Selection criteria for purchasing private label 

brands 
Figure 7:  Youth preference in specific retailers 
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In this paper, we recall the notation of IF2NS, we investigate the Hyers Ulam - Rassias stability of the 
following cubic functional equation 

 
Keywords: Cubic Functional Equations, 2 - Normed Space, Hyers - Ulam - Rassias Stability.  
AMS Subject Classification: [2010]47H10, 39B72, 34D20 
 
INTRODUCTION AND PRELIMINARIES 
 
The stability problem of a functional equation was _rst posed by Ulam [7] which was answered by Hyers [4] under 
the assumption that the groups of Banach spaces. In 1941, Hyers [4] solved this stability problem for additive 
mappings subject to the Hyers condition on approximately additive mappings. In 1951, Bourgin [3] was the second 
author to treat the Ulam stability problem for additive mappings. Subsequently the result of Hyers was generalized 
by Rassias [6] for linear mappings by considering an unbounded Cauchy di_erence. The paper of Rassias [6] has 
provided a lot of inuence in the development of what we call the Hyers - Ulam stability or the Hyers - Ulam - Rassias 
stability of functinoal equations. In this paper, we determine some stability results concerning the above cubic 
functional equations in the settings of IF2NS. 
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